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Summary
This thesis delves into the exploration of rock salt materials, particularly MgO and NiO,

for their potential applications in optical and electronic devices. The focus is on enhancing

their properties through thermal annealing and low-energy ion-induced extrinsic defects to

meet the demands of advanced miniaturized technology.

The first part investigates themodulation of optical properties inNi andCo ion-implanted

MgO single crystals, analyzing bandgap narrowing and induced color centers. Density

functional theory (DFT) calculations aid in understanding the electronic characteristics of

these modifications.

The second part explores the annealing effect on improving resistive switching (RS)

properties in RF-sputtered-grown MgO thin films. The resistive random access memory

(RRAM) devices are fabricated by sandwiching the MgO films between the bottom ITO

and the top Ag electrode. The RRAM devices demonstrate enhanced memory window and

endurance after annealing, attributed to the bulk-dominated vacancy filamentary model.

Subsequently, the thesis demonstrates the non-linear optical properties of NiO thin films

through the Z-scan technique. In open aperture (OA) conditions, as-deposited and annealed

NiO films exhibit saturable and reverse saturable absorption (RSA), respectively, where

RSA is attributed to the two-photon absorption process. In contrast, the self-defocusing

characteristics following the prefocal minima and post-focal maxima are observed in closed

aperture (CA) measurements. The DFT calculations correlate the upward shifting of Ni-

dx2−y2 and Ni-dz2 orbitals with the increase of bandgap, influencing the two-photon ab-

sorption process.

Then, the thesis examines the magnetocrystalline anisotropy and RS behavior of Au

ion-implanted NiO thin films. Defects induced by ion implantation control the magnetic

environment, influencing magnetocrystalline anisotropy and ferromagnetic responses. The

changes in the depletion width and the Schottky barrier at the p-n junction and NiO/Au

interface explain the tuning of RS properties in Si/NiO/Au RRAM devices.

The final study involves Cu ion implantation on NiO films deposited on ITO substrate,

showing the transformation of analog RS into digital RS above a threshold fluence. The
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Schottky interface at both ITO/NiO and NiO/Ag junctions plays a crucial role in analog cur-

rent conduction, while digital switching is associated with the vacancy filamentary model.

Along with RS property, this part also investigates the Tera Hertz (THz) conductivity in Cu

ion implanted NiO thin films grown on Si/SiO2 substrate. Crystal defects induced by im-

plantation tune carrier concentration, affecting scattering time and plasma frequency. The

DFT calculations aid in explaining the modulation of carrier concentrations with defect

states to understand the THz optical conductivity.
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Chapter 1

Introduction
Over the past few decades, thin film deposition technology has gained significant attention

from researchers and industries, particularly in sectors such as solar, semiconductor, and

optical devices. This interest stems from the potential applications of thin films in pro-

tective coatings, optics, biomedical devices, and microelectronic solid-state devices. Thin

films, with thickness ranging from a few nanometers to a few micrometers, exhibit distinct

surface properties compared to conventional bulk materials, owing to a remarkable increase

in surface-to-volume ratio. The optical, mechanical, thermal, and electrical properties of

thin films differ significantly from their bulk counterparts due to the introduction of defects

during the film growth process. Despite having the same elemental compositions, thin films

play a crucial role in various applications, including diffusion barriers, stain repellents, anti-

microbial coatings, anti-fogging layers, corrosion-resistant films, photo-catalytic materials,

photovoltaics, thin-film batteries, insulators, conductors, optics, low-friction coatings, and

wear-resistant surfaces. Thin films have become indispensable in modern life, influencing

science and technology across electronic, optical, mechanical, and biological domains. No-

tably, electronic and optical thin film-based devices have dominated advancements in fields

ranging from laser technology to memory devices. The popular thin film optical devices

are anti-reflection (AR) coating, highly reflecting (HR) dielectric mirrors, beam reflectors,

beam combiners, beam dividers, band pass or edge pass filters, broadband AR or HR coat-

ings, Q switching, passive mode locking, electro-optical devices [1], active [2] and passive

[3] waveguides and so on.

In the pursuit of high-performance and miniaturized electronic devices, from smart-
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1 Introduction

phones, laptops, and automobiles to thermostats and toaster ovens, there is a growing de-

mand for innovative solutions, such as resistive random-access memory (RRAM) devices,

which can address issues like Joule heating, low-speed, high power consumption, and stor-

age limitations in tiny chips. Techniques like doping and ion implantation can be employed

to modulate the optical and electronic properties of polycrystalline and single-crystal thin

films, affecting the intrinsic and inducing the extrinsic defects that enhance the functionality

of devices for a wide range of technological applications.

In the realm of materials science, MgO and NiO thin films stand out among various rock

salt structures due to their potential capability in optical and electronic device applications.

Both materials are non-toxic, environmentally friendly, thermally stable, and share a simi-

lar face-centered cubic (FCC) crystal structure. The wide bandgap properties of MgO (7.8

eV) and NiO (3.6 eV) make them suitable for use in resistive memory devices as insulat-

ing or semiconducting layers, respectively. This property also allows broad luminescence

from the near-infrared to the ultraviolet range based on the different recombination levels

in the bandgap. The wide luminescence capability in the broadband white light region re-

veals NiO as white light emitters without the help of phosphors or quantum well structures,

benefiting the LED industries. The third-order non-linear behavior of rock salt materials is

also useful in optical Q-switching and mode-locking applications. Depending on the appli-

cations, thin films of MgO and NiO are grown using various thin film growth techniques

such as Vacuum Evaporation, radio frequency sputtering, dc sputtering, magnetron sputter-

ing, Plasma-Enhanced Chemical Vapor Deposition, Atomic Layer Deposition, pulsed laser

deposition, molecular beam epitaxy etc. The optical and electrical conductivity properties

of grown MgO and NiO thin films using various techniques can be finely tuned depending

on growth conditions and intrinsic defects, as well as intentionally added extrinsic defects

in the matrix by doping or ion implantation. The schematic of different kinds of defect

production in the crystal is shown in Fig. 1.1.
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Figure 1.1: The schematic of formation of various kinds of defects in the crystal.

Point defects arise when one or more lattice atoms leave their site and/or the foreign or

lattice atoms occupy the interstitial position within the crystal. Vacancy defects occur when

a lattice atom leaves its original position. The foreign atom can take place at the intersti-

tial position and/or substitute the original lattice atom, forming interstitial and/or substitu-

tional defects in the crystal, respectively. Schottky defect forms by creating the anionic and

cationic vacancy defects simultaneously. In contrast, the Frenkel defect is associated with

the movement of the original lattice atom to the interstitial position, leaving a vacancy po-

sition there. Line defects, like edge and screw dislocations, result from irregularities along

periodically arranged lattice atoms. Surface defects, such as grain and twin boundaries, can

form during crystal growth. The volume defects like voids (vacancies), cracks (lattice frac-

tures), inclusions (foreign particles immersed in the lattice), and precipitation can appear

during annealing or film deposition. Line, surface, and volume defects primarily emerge

during crystal growth, influenced by growth conditions. Conversely, point defects induced

by doping or implantation can be tailored as needed. Exploring defect production through

ion-solid interactions in rock salt materials like MgO and NiO presents a vast and capti-

vating research area in physics and chemistry, with potential applications in diverse optical

and electronic devices such as RRAM devices.
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1.1 RRAM devices

Figure 1.2: (a) The schematic of the construction of the RRAM device, and (b) the current-
voltage mechanism in the bipolar mode of the RRAM device.

Various kinds of defects in semiconductor or insulating layers (active medium) play a

crucial role in changing the RRAM properties. RRAM is a type of non-volatile memory

that leverages a material’s resistance change to store data. Unlike traditional memory tech-

nologies like DRAM and flash memory, RRAM operates by changing the resistance of an

insulating or dielectric material, which is typically an oxide sandwiched between two metal

electrodes. The typical construction of an RRAM device is shown in Fig 1.2 (a). The active

medium is usually an oxide material such as MgO, NiO, or others. The bipolar mode of

the RRAM device is illustrated in Fig 1.2 (b). A bias voltage is applied on the top elec-

trode. A SET voltage is an applied voltage across the electrodes when the charge carriers

face a less resistive path in the active layer, and the current suddenly jumps at that voltage.

Hence, SET voltage creates a low-resistance state (LRS), representing a binary ’1’. A RE-

SET voltage is an applied voltage when the charge carriers face a high resistive path in the

active layer, and the current drops down. The system moves from LRS to a high-resistance

4



1 Introduction

(HRS) state, representing a binary ’0’. When the SET and RESET operations occur within

the same polarity region, it indicates a unipolar RRAM device. Conversely, when SET

and RESET operations occur in opposite polarity regions, it indicates a bipolar RRAM de-

vice. The resistance state is maintained even after the power is switched off, providing

non-volatile storage. Several mechanisms, such as the bulk-dominated filamentary model,

charge trapping effect, and interface mechanism, etc., are proposed to explain the current

conduction at SET and REST voltage in an active medium. These mechanisms highlight

the diverse ways RRAM can operate, depending on the active materials, electrodes, and

structures employed. Along with this, various kinds of defects, mainly vacancies, assist the

filament formation in the active medium to improve the performance of the RRAM device.

Ion implantation can be a suitable technique for introducing defects into the active layer,

necessitating a thorough understanding of ion-solid interactions.

1.2 Ion Solid Interactions

Ion implantation is a popular and widely adopted technique to modify the surface and inte-

rior of the target lattice by creating various kinds of defects in the materials. The modifi-

cation of various optical and electrical properties of the host lattice depends extensively on

incident ion angle, ion species, and energies. The energetic ion interacts with the target in

two ways: elastic collisions with nuclei and inelastic collisions with target electrons. Fig.

1.3 shows the various processes involved in ion-solid interaction during implantation. Fig-

ure 1.3(a) depicts the ion implantation process, where the concentration of the incident ions

increases in the implanted area, leading to alterations in lattice composition and structures.

The damage to the target material and the distribution of ions rely on incident ion energies.

The damages through collision cascade by ions are shown in Fig. 1.3(b). The displacement

of the host atoms primarily occurs due to the nuclear energy loss process through elastic col-
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Figure 1.3: The schematic of ion solid interactions, resulting in (a) the modification of
target materials by (b) occurring collision cascade within the range of the incident ions. (c)
represents the sputtering of host atoms during implantation.

lisions between the incident and target nuclei along the ion track. Fig. 1.3(c) exhibits the

surface atom ejection process of the target through elastic collision through the momentum

exchange between target nuclei and incident ions, known as “Sputtering” [4]. The sputter-

ing is possible when the incident ion has sufficient energy to break the chemical bonding of

the target materials. The sputtering yield (Y) is defined as the mean number of target atom

ejections per incident ions:

Y =
αNSn(E)

EB
(1.1)

The parameter α depends on the geometry of the materials. N denotes the atomic den-
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sity of the target materials. EB is the binding energy of surface atoms, and Sn is nuclear

energy loss. Thus, sputtering depends on the kinetic energy of incident ions, binding energy,

and stoichiometry of the materials [5]. The expression suggests that if the number of inci-

dent ions is large, the number of sputtered atoms will also be large. For multi-component

systems, the sputtering can behave differently for different elemental constituents. For ex-

ample, the sputtering of lighter atoms is preferable than the heavier ones, which can result

in acquiring different stoichiometry near the surface compared to bulk materials [6, 7]. On

the other hand, the total energy loss by the ions in target materials is composed of two basic

energy transfer mechanisms: nuclear and electronic (Se) energy loss. The Sn is associated

with elastic collisions between target nuclei and incident ions, whereas Se is the conse-

quence of inelastic excitations and ionizations of the electrons [8, 9]. The nuclear collision

dominates in the case of low-energy (keV) ion implantation. On the other hand, the govern-

ing inelastic collision at high-energy (MeV) implantation leads to lattice modifications and

deep-layer implantation. The sputtering of surface atoms is also minimal in high-energy

ion irradiation compared to low-energy irradiation. The synergetic effect of both elastic

and inelastic collision happens when Sn is comparable to Se.

Low-energy ion implantation predominantly centers on the collision cascade occurring

within the material as a result of elastic collisions with substantial nuclear energy loss. In

this thesis, various vacancy, interstitial, and substitutional defects are introduced through

implantation in the rock salt structure depending on the ion energy and species, as illustrated

in Fig. 1.4.

1.3 Thermal Spike model

The inelastic thermal spike (i-TS) model stands out as a highly effective tool for describing

damage produced by swift heavy ions, finding widespread application across various target
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Figure 1.4: The defect-free, vacancy, substitutional, and interstitial defect-associated rock
salt crystal structure.

materials, including metals, semiconductors, and insulators. The processes involved in the

thermal spike model are illustrated in Fig. 1.5. Fig. 1.5(a-c) and Fig. 1.5(d-f) describe the

electron dynamics, lattice dynamics, and relaxation of lattices for dominating high and low

energy incident ion cases, respectively. Initially, the incident ions impart their energy to

the target’s electrons through ion-electron collisions. Subsequently, electron-electron col-

lisions facilitate the redistribution of this energy among other cold electrons. Thirdly, the

energy is transmitted to the lattice via electron-phonon coupling. Finally, the energy dissi-

pates among the atoms, resulting in a spike along the ion trajectory. The energy is deposited

in the electrons within the ultrafast timeframe of 10−16 to 10−15 seconds, followed by its

transfer to the lattice atoms occurring within the range of 10−13 to 10−11 seconds. The fol-

lowing two coupled differential equations [10] of heat diffusion used in i-TSmodel describe

heat transfer with time (t) and space (r) in electronic and lattice subsystems in cylindrical

coordinates.
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Ce(Te)
∂Te

∂t
=

1
r

∂

∂r
[rKe(Te)

∂Te

∂r
]− g(Te − Ta) + A(r) (1.2)

Ca(Ta)
∂Ta

∂t
=

1
r

∂

∂r
[rKa(Ta)

∂Ta

∂r
]− g(Te − Ta) (1.3)

Figure 1.5: The schematic of (a,d) electron dynamics, (b,e) lattice dynamics, and (c,f) relax-
ing of atoms after the interaction with incident ions in thermal spike model for two scenarios
when Se » Sn and Sn » Se, respectively.

Where Te,a(r, t), Ce,a(r, t) and Ke,a(r, t) represents the temperature, the specific heat

and the thermal conductivity of the electronic (e) and lattice (a) subsystem, respectively.

A(r) is the energy deposition in the electronic subsystem [11]. The electron-phonon cou-

pling strength g is the only free parameter in this model.

For low-energy cases, nuclear energy deposition by ions dominates over the electronic en-

ergy loss process and requires the unified thermal spike model (U-TSM). Hence, the energy

deposition through elastic collision can not be neglected, and the solution of the two cou-

pled differential equations would be modified according to U-TSM and solved by adding
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the nuclear energy deposition term B(r) in equation 1.3 in the low-energy ion bombardment

process. The equation 1.3 will be modified as follows:

Ca(Ta)
∂Ta

∂t
=

1
r

∂

∂r
[rKa(Ta)

∂Ta

∂r
]− g(Te − Ta) + B(r) (1.4)

A large amount of heat generation along the ion path in an ultrafast time scale helps to

displace the atom from the lattice position to create different kinds of defects in the system.

1.4 Optical and electronic properties of Rock salt crystal
(MgO, NiO)

The rock salt material exhibits remarkable optical and electronic properties attributed to

its wide bandgap, encompassing a semiconducting gap for NiO and an insulating gap for

MgO. The exciton properties within this bandgap vary depending on the concentration of

intrinsic and extrinsic defects. Opting for ion implantation as a technique offers advantages

over chemical doping, providing a favorable method to introduce extrinsic defects into the

rock salt material with precise control over their concentration and location. This allows

the modulation of optical and electronic properties to meet various optical and electronic

device applications.

MgO is a promising rock salt material with unique electronic and optical properties, which

haswidespread applications in optoelectronics, microelectronics, adsorbents, sensors, catal-

ysis, refractory material, paints, fluoride remover, and luminescence devices [12–16]. The

conduction band (CB) minima and valence band (VB) maxima of defect-free MgO in elec-

tronic band structure lie along the same Γ points, indicating the direct bandgap nature of

MgO. The VB and CB primarily consist of O-p and Mg-s and Mg-p orbitals, respectively

[17]. The electronic transition from CB minima to VB maxima is triggered by UV light

absorption, and subsequent de-excitation results in the near-band emission of MgO. Some-
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times, the defects, such as F, F2, F+, and V centers, during crystal growth are reflected in

excitation through UV light. The electron in the defect center gets excited and moves to CB,

and the de-excitation from CB to various defect states emits photon energy corresponding

to the gap between CB and defect states. Depending upon the concentration of the color

centers, the bandgap of MgO can be altered. MgO serves as an advantageous insulator

with a wide bandgap of 7.8 eV [18]. Due to having a high dielectric constant (6–10), a

high thermal conductivity, and a high breakdown field (12 MV/cm), MgO thin films show

potential interest in adequate band offsets and reduction of leakage currents in device ap-

plications [19]. Furthermore, MgO can be employed as an insulating oxide layer in RRAM

devices [20, 21]. MgO can be an ideal candidate to substitute SiO2 as the gate dielectric

in Metal Oxide Semiconductor (MOS) devices both for low and high-power applications

[21]. The various optical and electrical properties can be enhanced by extrinsic defect cre-

ation in the films, although defects are generally considered imperfections of the matrix.

They are not always disadvantageous; rather, they modulate system properties. Chemi-

cal doping is one of the options to introduce defects in MgO. However, ion implantation

can be the most effective and widely used surface modification method in insulators and

ceramics. Metallic ion implantation in insulators shows optical features linked to optical

extinction at the surface plasmon resonance frequency, which is crucial for the creation of

novel optical devices with increased nonlinear parameters. 150 keV Kr ion implantation

in MgO gives rise to damage and lattice disorder at the surface, which are created after

the collision cascade. The quasi-amorphous region required less energy to regrowth during

thermal annealing compared to removing the extended defects [22]. The magnetic prop-

erties are introduced in 64 keV Ni ion implanted single crystal MgO (s-MgO) [23]. The

giant enhancement of the F-type color center is achieved by 3 MeV Ne ion bombardment

in MgO, where much of the coloration is associated with the displacement type lattice dam-

age [24]. F centers are one of the crucial crystallographic point defects in the lattice. These

11



1 Introduction

defects form when the anionic vacancies in the lattice are occupied by unpaired electrons.

These defects act as electron trap centers, which can play a role in current conduction in

RRAM devices. MgO’s microstructure and optical absorbance behave differently for 60

keV N and 40 keV Fe ion implantation [25]. N impurity concentration affects very little

to change the optical absorbance. 30 keV Pt ion implantation in MgO displaces 40 lattice

atoms permanently per ion, creating radiation damage in the system [26]. The channeling

and backscattering results help to explain the catalysis behavior of MgO. The strong cor-

relation between lattice disorder, the defect-dependent optical density, and the variation of

color centers are investigated by 200 keV and 1 MeV Ni ion implantation in MgO [27].

The electrical conductivity (orders of magnitude = 14 and 7) is enhanced in the 175 keV

Li ion implanted region compared to the unimplanted area at 293 and 450 K [28]. The 1.5

MeVH ion implantation also increases the electrical conductivity with the increase of doses

due to the escalation of the defects (oxygen vacancies and interstitials) in the system [29].

Although MgO is an insulating material with a high bandgap, 100 keV Fe ion implantation

increases the conductivity rapidly to a value of 100 Ω−1.cm−1 at 1×1017 ions/cm2 [30].

The above investigation shows that the different ion implantation with various energies and

fluences influence the optical and electrical properties of MgO by creating damage in the

desired area.

NiO is another auspicious p-type semiconducting rock salt material with outstanding opti-

cal and electronic properties that provides potential applicability in many emerging fields

of technological research. The optical, chemical, and electrical stability of NiO thin films

are suitable for various applications such as photocathodes for p-type dye-sensitized so-

lar cells [31], resistive switching memory devices [32], magnetoresistance [33, 34], buffer

layer in organic solar cells [35], light emitting diode [36], electrochromic devices [37], hy-

drogen sensing [38, 39], humidity sensing [40], smart windows [41], photoelectrochemical

water splitting [42], organic photovoltaics [43], antiferromagnetism [44], optoelectronic de-
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vices [45], etc. The emerging linear and non-linear optical properties of NiO-based micro

and nanostructures provide the advancement of future research opportunities in lighting de-

vices, optical microresonators, waveguides, optical power limiters, saturable absorbers, and

neuromorphic applications which still remain scarcely explored from an optical perspective

[46]. The heterojunction formation of p-type NiO and n-type oxide (examples: ZnO, TiO2)

demonstrates the excellent photodiode characteristics for the application as a photodetector

[47, 48]. The band engineering of NiO shows that the lowest CB states of NiO material

form with Ni-3d orbitals and the highest VB states by O-2p orbitals [49]. The near-band

emission of NiO in the UV region is observed when the electronic transition between VB

maxima and CB minima occurs either along the same high symmetry k points or different

k points inside the Brillouin zone [50]. As a wide bandgap material (3.6 eV), the lumi-

nescence of NiO from near IR to UV region is observed due to different recombinational

levels, which is associated with Ni deficiency, d–d transitions, and defect or impurity levels

in the bandgap [46]. The high transparency in visible regions with large hole conductiv-

ity and large charge carrier density make NiO a better choice than other transition metal

oxides for optoelectronic applications. Although NiO in its stoichiometric form is antifer-

romagnetic (Neel temperature 523 K) low-conducting material with high resistivity up to

1013 Ω/cm [51], the electrical conductivity can be improved by inducing vacancy and in-

terstitial defects either by the chemical doping or controlled ion implantation method. The

ion implantation can be a suitable technique to tune the optical and electronic properties of

NiO over doping due to the precise creation of defects at the desired depth with a controlled

amount of concentration. 100 keV Ni ion implantation in NiO decreases the optical trans-

mittance and bandgap with ion fluences [52]. The low dose of 500 keV Cu ion implantation

in NiO increases the crystallinity of the film compared to the high dose [53]. Similarly, the

optical bandgap narrows for low doses and becomes wider at high-dose implantation. 60

keVO ion implantation in Ni crystal forms the NiOmaterial, providing a new path of crystal
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growth using implantation [54]. The optical and electronic properties are modulated by 80

MeVO ion irradiation in Fe:SnO2/Li:NiO p–n junctions [55]. The suppression of rectifying

characteristics of ZnO/NiO and acquiring the Ohmic behavior with increasing ion fluences

are achieved by 200 MeV Ag ion irradiation on the heterojunction [56]. The controlled

defect stabilizes the switching performance of the RRAM devices. The resistive switching

hysteresis characteristic of 100 MeV Ag ion irradiated Li-doped NiO is developed from the

near linear I-V behavior [57]. The conductivity is greatly improved to 2.8× 10−6 (Ωcm)−1

by 40 keV Li ion implantation in NiO single crystals compared to the unimplanted crystal

(2 × 10−10 (Ωcm)−1) [58]. The small polaron motion of NiO has been obtained through

Li-ion implantation. Hence, the above discussion suggests that different ion implantation

with various energies can be the crucial parameter to introduce the defect in the NiO thin

films to improve the optical and electrical behavior for achieving better NiO-based optical

and electronic devices.

1.5 Outline of the Thesis

In this thesis, the impact of ion implantation on single-crystalMgO and RF-sputtered-grown

NiO and MgO thin films are investigated to tailor their optical and electronic behaviors for

various device applications. Additionally, the lattice temperature rises during low-energy

ion implantation due to elastic collisions between the target nuclei and incident ion. Hence,

understanding the modulation of electronic and optical properties in rock salt thin films

through thermal annealing is also another focal point.

Chapter 1 explicitly outlines the motivation to regulate the optical and electronic prop-

erties of implanted and annealed rock salt (MgO and NiO) thin films for different applica-

tions. The detailed explanation of ion-solid interaction provides a clear idea about the defect

creation in the matrix and sputtering at the surface to modify the target during implantation.
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The thermal spike model explains the rise of temperature along the ion path for both low

and high incident ion energy cases. This chapter also narrates the fundamentals of optical

and electronic properties of rock salt materials, investigating the effect of ion implantation

and thermal annealing.

Chapter 2 explains the experimental technique and characterization methods employed

in the thesis. It covers the growth ofMgO andNiO thin films using an RF sputtering system,

subsequent thermal annealing in vacuum using a PECVD system, and low-energy ion beam

sources for ion implantation. The deposition of Au thin films for making electrodes was

achieved by the thermal evaporation technique. The working principles of different char-

acterization techniques such as FESEM, SQUID, AFM, XRD, PL, CL, Raman, Tera Hertz

(THz), FTIR, UV-visible spectroscopy, and Z-scan are briefly described. The chapter also

provides a basic understanding of Density Functional Theory (DFT).

Chapter 3 delves into the band modification and vibrational mode analysis induced

after one MeV Ni and Co ion implantation in s-MgO. The origin of experimental band

narrowing and induction of vibrational modes due to defect creation of implanted samples

compared to pristine is correlated with the help of DFT.

Chapter 4 reports the annealing effect of sputtered-grown MgO for improving the

RRAM properties. The RRAM device is fabricated by sandwiching MgO between the bot-

tom conducting ITO substrate and the top Ag electrode. The better endurance was sustained

in the annealed sample than in the as-deposited sample for higher cycles of ITO/MgO/Ag

devices.

Chapter 5 describes the third-order non-linear optical properties of various thermally

annealed NiO thin films. In the OA condition, SA and RSA are observed in pristine and

annealed samples, respectively, where RSA is linked with the TPA process. In contrast,

the self-defocusing signature is exhibited in CA conditions. In our case, the TPA process

was favored more over the plasmonic effect due to the increasing indirect bandgap with
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annealing temperature. The DFT calculations give the insight reason for increasing the

bandgap by showing the upward shifting of Ni-dx2−y2 and Ni-dz2 orbitals in CB, which is

correlated to the nonlinear optical properties (NLOP).

Chapter 6 narrates the magnetocrystalline anisotropy and RRAM characteristics of 30

keVAu ion implanted NiO thin films. The ion beam simulation predicts the ion range, dam-

age, and sputtering of the films. The role of defects is correlated to the origin of FM nature

in NiO and magnetocrystalline anisotropy. Additionally, the analog behavior of Si/NiO/Au

RRAM devices with ion fluences is elucidated based on the interface-dominated behavior

with the changes in the depletion width and the Schottky barrier at Si/NiO (p-n junction)

and NiO/Au interface, respectively.

Chapter 7 elucidates the transformation of analog to digital RRAM characteristics in

100 keV Cu ion implanted ITO/NiO/Ag devices with various fluences. The analog cur-

rent conduction in pristine and low fluence (5×1015 ions/cm2) samples is associated with

interface-dominated Schottky characteristics. In contrast, the bulk-dominated vacancy fila-

mentary model elucidates the digital current flow mechanism at the highest fluence sample

(2×1016 ions/cm2). This chapter is also dedicated to observing the THz conducting effect

in 100 keV Cu ion implanted NiO thin films. Ion implantation modulates the carrier con-

centration and strain of the films, influencing THz transmission and optical conductivity.

The variation of THz scattering and plasma frequency is correlated to the carrier concen-

tration and defect states between CB and VB and explained using DFT calculations.

Finally, chapter 8 serves as a comprehensive summary and outlines the future prospects

of the research. The conclusion emphasizes the effectiveness of integrating diverse defects

into MgO and NiO thin films, showcasing their potential for manipulating optical and elec-

tronic properties to enhance device functionality.
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Chapter 2

Experimentalmethods& characterization
techniques
This chapter provides a concise overview of the experimental methods and characteriza-

tion techniques implemented in this thesis. The deposition of MgO and NiO thin films

is accomplished through the RF-sputtering method, followed by post-annealing using the

Plasma Enhanced Chemical Vapor Deposition (PECVD) system. Defects are introduced

into the samples through ion implantation methods. Structural and morphological anal-

ysis of the thin films is conducted using XRD, FESEM, and AFM characterization tech-

niques. Optical properties and defects of the thin films are characterized through various

spectroscopic tools, including UV-visible, PL, CL, and Raman spectroscopy. SQUID is

employed for magnetic measurements, while electrical measurements are carried out using

a Keithley 2450 source meter. The non-linear optical properties and THz transmission of

ion-implanted samples are investigated using the Z-scan and THz techniques, respectively.

2.1 Sample preparation

2.1.1 Substrate cleaning

Si, Si/SiO2, glass, and ITO substrates were utilized in this thesis for the deposition of MgO

and NiO thin films. Prior to the deposition process, standard cleaning of the substrates

was carried out. The substrates underwent a 10-minute ultrasonication cycle in acetone,

followed by isopropyl alcohol and then deionized water. Subsequently, the substrates were

dried using pure N2 gas.
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2 Experimental methods & characterization techniques

2.1.2 Thin film depositions

RF Sputtering:

In this thesis, the rock salt thin films are deposited using the RF sputtering system (a

physical vapor deposition (PVD) technique). Fig. 2.1 shows the schematic of the RF sput-

tering system involved in depositing the thin films.

Figure 2.1: The schematic of RF Sputtering system for deposition of thin films.

In RF sputtering, there exists a cathode (representing the target) and an anode arranged

in series, along with a blocking capacitor (C) incorporated into the circuit. This capacitor

is an essential component of an impedance-matching network designed to facilitate effec-

tive power transfer from the RF source to the plasma discharge. The power supply is a

high-voltage RF source typically operating at a fixed high frequency. The inclusion of the

blocking capacitor C in the circuit is crucial for generating the pivotal DC self-bias, and a

matching network is employed to optimize the transfer of power from the RF source to the

plasma. RF sputtering offers distinct advantages over DC sputtering, notably enabling the

sputtering of electrically insulating targets.
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2 Experimental methods & characterization techniques

The following step-by-step process is taken care of depositing the rock salt thin films using

the above RF sputtering system.

1. Target Material Selection: First, a desired solid target material for thin film depo-

sition (MgO and NiO in this instance) is chosen and mounted in the chamber.

2. Vacuum Environment: The deposition process is accomplished within a high vac-

uum chamber to eliminate interference from air molecules.

3. Introduction of Inert Gas: An inert gas, such as argon, is introduced into the cham-

ber, serving as the sputtering agent and contributing to the formation of a plasma.

4. RF Power Supply: Utilizing a radio-frequency power supply, a high-frequency elec-

tric field is generated within the chamber. This electric field ionizes the inert gas, leading

to the creation of a plasma.

5. Ionization andAcceleration: The electric field propels positively charged ions from

the plasma toward the target material. These accelerated ions collide with the target surface,

sputtering atoms or molecules from the target.

6. Deposition on Substrate: The sputtered material from the target is deposited onto a

nearby substrate at room temperature, forming a thin film.

RF sputtering offers advantages such as precise control over film thickness, uniform

deposition, and the capability to deposit a diverse array of materials. Widely employed in

the semiconductor industry, it plays a crucial role in fabricating various thin-film devices

for both research and industrial applications.

2.1.3 Thermal annealing in PECVD

Following the RF sputtering deposition, the subsequent annealing of the thin films was

conducted using the PECVD system, as illustrated in Fig. 2.2. The success of the anneal-

ing process relied on the following key components crucial for the vacuum heating of the

deposited samples.
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Figure 2.2: Schematic of PECVD setup for thermal annealing of the sputtered grown films.

1. Reactor Chamber (Furnace): The furnace serves as the primary vessel for the

PECVD system, facilitating the annealing process. Its design allows the maintenance of the

required temperature, pressure, and gas flow rates during both annealing and deposition.

2. Heating System: Attached to the furnace, the heating coil provides the necessary

heat for sample annealing. The desired annealing temperature, in our case ranging from

300 to 500°C, is achieved and consistently maintained.

3. Vacuum System: A quartz tube, mounted through the plasma generation chamber

and furnace, acts as a vacuum chamber. This tube accommodates a porcelain boat con-

taining the samples. Connected to a gas cylinder at one end and a pump at the other, the

tube facilitates the vacuuming environment of the samples. This vacuum chamber prevents

unwanted external gases from outside to react with samples during annealing.

4. Substrate Holder: In this scenario, a porcelain boat serves as the sample holder,

capable of withstanding high temperatures. Positioned centrally in the furnace, the boat

ensures uniform sample heating.

5. Gas Delivery System: Gas cylinders linked to the gas delivery system play a vital
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role in controlling the gas flow rate into the reactor chamber during operation. For vacuum

annealing, N2 gas is employed at a flow rate of 100 cc for purging the tube multiple times

during vacuum, ensuring the removal of environmental reagents. Following purging, the

gas flow controlling knob at the inlet side is tightly closed, preventing further gas flow,

while the knob at the outlet side is left open for tube vacuuming.

6. Pressure Control System: Maintaining the chamber pressure is crucial during vac-

uum annealing to prevent unwanted reactions with the samples. The pressure is carefully

regulated at approximately 10−2 mbar throughout the annealing process.

Upon completing the required annealing duration, the heating coil is turned off. The

chamber is then left undisturbed, allowing it to cool naturally. After reaching room tem-

perature, the chamber is opened, and the annealed samples are collected.

2.2 Ion Implantation

The low-energy ion implantation to create the damage in the rock salt thin films is accom-

plished by the low-energy ion beam facility at the Institute of Physics (IOP), Bhubaneswar,

3 MV tandem accelerator at IOP, Bhubaneswar, and low energy ion beam facility (LEIBF)

at Inter-University of Accelerator Center (IUAC), New Delhi.

2.2.1 Tandem accelerator at IOP

The one MeV ion implantation experiment detailed in this thesis utilized a 3 MV Tande-

tron accelerator, as depicted in the schematic diagram (Fig. 2.3). The accelerator employs

tandem acceleration, where ions undergo two stages of acceleration utilizing the same high

voltage applied at the middle of the accelerating tube.

Negative ions generated by the ion source are initially accelerated by the high-voltage

terminal at the middle of the tube. In a stripper canal filled with nitrogen gas, these negative

ions are converted into positive ions. Subsequently, the positive ions are accelerated again
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Figure 2.3: The diagram represents the tandem accelerator system for ion implantation used
at IOP, Bhubaneswar. The components inside the red box represent the SNICS source.

by the same high voltage terminal towards ground potential. The maximum energy (E) of

positive ions, transformed from negative ions with charge (q) and accelerated by a terminal

voltage (V), is given by the equation E = V(1+q). This configuration offers the advantage of

having both the ion injection system and the target at ground potential. The accelerator fea-

tures two ion sources for beam injection: (i) a duoplasmatron ion source producing H+ and

He+ ions, and (ii) a Source of negative ions by cesium sputtering (SNICS) sputter source

capable of generating negative ions for almost all elements. A 90◦ mass analyzing magnet

with a resolution of approximately 190 facilitates beam injection for both ion sources.

The entire accelerating structure is high-voltage insulated using a tank by enclosing it

in a pressure vessel filled with SF6 gas at 6 kg/cm2. A turbo-molecular pump, installed at

the high voltage terminal, maintains an ultra-high vacuum of 10−7 mbar in the accelerating

tubes and recirculates the stripper gas.

A Cockroft-Walton type solid-state power supply generates a high voltage in the range

of 100 kV to 3 MV with high stability ( ±100 V). Accelerated ions undergo focusing by

an electrostatic quadruple lens before a high-energy switching magnet analyzes the beam’s
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energy and directs it to experimental ports located at -15◦ angular positions.

At the -15◦ port of the switching magnet, an implantation beam line, equipped with

a beam sweep system, neutral trap, beam profile monitor, and retractable slits for beam

collimation, has been installed. Finally, an ultra-high vacuum-compatible chamber at the

end of the beamline was used for one MeV ion implantation presented in this thesis.

2.2.2 Low Energy Implantation at IOP

Figure 2.4: The schematic of low energy ion implantation system at IOP, Bhubaneswar.

The current thesis utilizes a low energy negative ion implanter facility, based on a Cs

sputter source (SNICS-II, NEC, USA), established at IOP. This facility is employed for in-

vestigating keV ion-induced modifications of NiO thin films. Typically, such an implanter

comprises an ion source for generating the necessary ions, an acceleration stage to increase

their energy, and a mass/energy selector for choosing ions with specific characteristics.

Additionally, the system includes components for beam steering, focusing, and monitor-
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ing. Ensuring uniform implantation over an area larger than the beam size necessitates a

beam-scanning arrangement. Implantation experiments are conducted in a high vacuum

chamber (approximately 10−7 mbar) equipped with facilities for sample manipulation and

current measurements. A visual depiction of the low-energy negative ion implanter is pre-

sented in Fig. 2.4. In contrast to most ion implanters that deliver energetic positive ions,

this facility specializes in providing negative ions at energies of a few tens of keV. Nega-

tive ion implantation offers the advantage of nearly charge-free implantation into isolated

electrodes and insulators. Unlike positive ion implantation, which often necessitates ex-

ternal charge compensation to mitigate sample charge-up issues, negative ion implantation

effectively addresses this problem. The technique minimizes surface charging concerns

by balancing the incoming negative charge of implanted ions with the outgoing negative

charge of secondary electrons. Consequently, surface charging voltage remains relatively

stable, typically within ± 10 V for isolated conductive materials and insulators, and is de-

void of spatial and temporal fluctuations. Although differences exist between negative-

and positive-ion implantations concerning beam transport and secondary electron emission

factors, projected ion ranges in the target show little disparity.

2.2.3 LEIBF at IUAC

The LEIBF at the IUAC is designed to generate multiple charged ions spanning a wide range

of energies, from tens of keV to a few MeV, catering to experiments in atomic, molecular,

and materials science. Figure 2.5 provides a schematic diagram of the LEIBF at IUAC. The

facility features a 10 GHz Nanogun-type Electron Cyclotron Resonance (ECR)-based ion

source installed on a high voltage deck to produce positively charged ions [1, 2].

The ion source, along with all other components of the implanter, including a high-

power ultra-high-frequency transmitter, power supplies for the extractor, and einzel lens,

are positioned on the high voltage deck, controlled through optical fiber communication.
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Figure 2.5: The schematic of LEIBF system for low energy ion implantation, at IUAC,
Delhi [1].

The voltage differential between the high potential deck and the ground, distributed over

the accelerating tube to the beamline end, imparts the necessary kinetic energy to the ions.

Vacuum levels inside the ion source chamber, extraction chamber, and accelerating tube are

maintained below 10−6 mbar by a pumping station comprising a turbo pump backed by a

rotary pump.

An electrostatic steerer is employed to adjust the beam, while double slits control the

beam size. A beam profile monitor determines the distribution of ions in the x- and y-

directions within the ion beam. Ion selection is achieved using a mass analyzer with the

application of a specific magnetic field. An electric quadrupole triplet is utilized to focus
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the ions onto the sample surface. During beam tuning, the ion beam is focused into a fine

circular spot. Subsequently, the beam is electrostatically scanned over the sample area using

a beam scanner, ensuring homogeneous implantation.

Samples are mounted on a copper ladder to facilitate efficient heat dissipation generated

during the impingement of the ion beam on the sample [1]. In the current thesis, implanta-

tion involving 100 keVCu ions onNiO thin films, with ion fluences up to 2× 1016 ions/cm2,

was conducted using this ion source at room temperature.

2.3 RRAM device fabrication

The annealed and ion-implanted samples are used for resistive switching measurements.

2.3.1 RRAM device

The RRAM device is constructed by sandwiching the rock salt oxide film between the top

and bottom electrodes. We used Si and ITO substrates (upon which the film was grown) as

the bottom electrode. After the consequent annealing and implanting (according to require-

ment) of the samples, the top electrode was grown on the film. We chose Au and Ag as

the top electrodes. Au electrode is accomplished using the thermal evaporation technique,

while the Ag electrode is achieved by conducting Ag paste. The schematic of the RRAM

device is shown in Fig. 2.6.

Thermal Evaporation Technique:

Thermal evaporation is a type of physical vapor deposition (PVD) method employed to

deposit thin films. In this process, materials are deposited onto a substrate by heating

the material source until it reaches its vaporization temperature. The vaporized or subli-

mated material then condenses onto the substrate, forming a thin film. This technique finds

widespread application across various industries, including electronics, optics, and materi-
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Figure 2.6: The schematic of RRAM with top (a) Au and (b) Ag electrode associated de-
vices.

als science. Here’s an overview of the thermal evaporation process: The material intended

for deposition is kept on the thermal evaporation pocket. After that, the high vacuum of the

depositing chamber is achieved by the combination of rotary and turbo molecular pumps to

eliminate the interference of air molecules and prevent contamination for depositing high-

purity film. After achieving the required vacuum, the high current passing through the

sources undergoes heating of the material. Once the material attains its vaporization tem-

perature, it transforms into a vapor or gas phase. Then, the evaporated material condenses

onto the surface of the substrate, giving rise to form a thin film. The deposition of the film

thickness at a slow rate is controlled by a thickness control monitor associated with quartz

crystal. The substrate holder was rotated slowly at 20 rpm for uniform film growth. Fol-

lowing the completion of the deposition, the substrate and the newly formed thin film are
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cooled down to room temperature to prevent the stresses in the film.

2.4 Characterization techniques

2.4.1 Field emission scanning electron microscopy

Figure 2.7: The schematic of FESEM system

Scanning Electron Microscopy (SEM) is a widely utilized technique for studying the
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surface morphology and topography of samples [3]. In the current study, the morphology

of the thin films was investigated using a Field Emission Scanning Electron Microscopy

(FESEM) (Carl-Zeiss Sigma model) system. Figure 2.7 illustrates a schematic diagram

outlining the typical construction of a FESEM. In FESEM, an energetic beam of electrons

is directed at the sample, leading to various interactions that result in the emission of sec-

ondary electrons, back-scattered electrons, Auger electrons, transmitted electrons, X-rays,

and more. The emissions arising from these interactions are collected by the specialized

detectors incorporated into the system. The selection of appropriate detector signals allows

for the gathering of specific information from the samples. The electron gun responsible for

generating the electron stream can be categorized into two types: thermionic electron gun

and field emission electron gun. Our system is associated with a field emission electron

gun where the thermionic emission occurs from the electrically heated filament (usually

tungsten or lanthanum hexaboride). However, due to the various limitations of thermionic

sources, including low spatial resolution, brightness, and high-temperature requirements,

in modern SEM systems, Field Emission (FE) guns are employed. FESEM offers several

advantages to overcome these limitations. The process involves accelerating electrons by

applying an extraction voltage to the anode. The electron gun produces a divergent beam,

which is then converged using the condenser lens. Subsequently, the focusing lens further

focuses the beams. The vacuum level within the chamber column is maintained in the range

of 5 × 10−5 mbar to approximately 10−6 mbar, while the electron gun is kept at a vacuum

level of ≈ 2 × 10−9 mbar. When conducting secondary electron imaging in FESEM, the

in-lens detector plays a crucial role by capturing low-energy secondary electrons emitted

from the top few nanometers of the sample surface. This process yields intricate details

about the surface morphology. To improve image quality and sensitivity, the in-lens detec-

tor amplifies the detected signals. Subsequently, the amplified signals undergo processing

to produce a high-resolution image of the sample surface. The resulting image exhibits the
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topographical information, unveiling nanoscale surface features and structures.

2.4.2 Atomic Force Microscope

Figure 2.8: The schematic of AFM system for investigating the surface morphology of the
thin films.

In the current research, the surface morphology investigations were also conducted

using an AFM system (Fig. 2.8) equipped with Nanoscope IIIa from Bruker, featuring

quadrature capabilities. All 2D and 3D morphology images of the surface of thin films pre-

sented in this thesis were obtained in tapping mode. The analysis was carried out using the

Nanoscope software. In tapping mode, the cantilever undergoes oscillation near its reso-

nance frequency, akin to the non-contact mode. However, the amplitude of this oscillation

is notably larger, typically ranging from 100 to 200 nm. As the tip approaches the sur-

face, various forces such as Van der Waals, dipole-dipole, and electrostatic forces between

the atoms of the tip and the sample can alter the cantilever’s vibration amplitude. In this
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mode, the surface is scanned with a constant reduction in oscillation amplitude instead of

maintaining constant deflection. Consequently, during the scan, no physical contact is es-

tablished between the tip and the surface. The recorded feedback amplitude and the vertical

adjustments of the piezo scanner serve as the basis for generating a height image.

2.4.3 X-ray diffraction

Figure 2.9: The schematic of XRD system with a zoomed view of the Bragg’s reflection
from a periodic lattice.

The study of crystal structure and phase identification of the materials is usually carried

out through the popular and well-established XRD technique [4]. The schematic of the

Rigaku Smartlab XRD system is presented in Fig. 2.9. The Cu Kα source in the X-ray tube
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generates X-ray having a wavelength of 1.54 Å. The χ-ϕ stage was used for mounting the

samples. The target materials are irradiated by the monochromatic parallel beam of X-rays.

Subsequently, the diffracted beams produced after the scattering from the lattice atom of

the materials are collected by the detector. The constructive interference of the scattered

beam is satisfied when the path difference of beams coming from two adjacent planes is an

integer multiple of incident wavelength (λ). The condition of Bragg’s law for constructive

interference is as follows,

2dsinθ = nλ

Where, n is an integer number, d = the distance between the atomic planes. θ-2θ, and

grazing angle, etc modes are available in the XRD system. In this thesis, we employed

θ-2θ, and grazing angle according to the different sample’s requirements for getting the

constructive diffraction to identify the single or multiple phases of the materials.

2.4.4 Ultraviolet-visible near-infrared spectroscopy

UV-Vis spectroscopy stands as a pivotal technique for characterizing the optical properties

of materials, offering valuable insights into electronic transitions within molecular levels.

The absorption of visible and ultraviolet light by the materials when electromagnetic ra-

diation falls on them, resulting in the absorption, reflection, and transmission of light de-

pending on the nature of materials [5]. This method gauges the attenuation of radiation as

it traverses a sample, where the absorption is influenced by electronic transitions between

different molecular levels within the material. The wavelength of maximum absorption

and the degree of absorption yield crucial details about the molecule’s structure and the

concentration of the absorbing species, respectively. The principles governing absorption

are encapsulated in two laws: Beer’s and Lambert’s Law. The combination of Beer’s and

Lambert’s laws results in the formulation of the ’Beer-Lambert Law’ [6], expressed as:
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Figure 2.10: The schematic of UV-Visible setup.

A = log10(
I0

I
) = α · l (2.1)

Here, A represents absorbance, l is the thickness of the substance, and α is the ab-

sorption coefficient of the material. I0 is the irradiated light intensity, and I is the radia-

tion intensity after traversing the substance. Now, if the sample is transparent, R ≈ 0, and

A = log10(I0/I) and T = I/I0; and for an opaque sample T ≈ 0, A = log10(I0/I) and

R = I/I0.

The UV-visible spectra taken in this thesis are achieved using the Agilent Carry-5000
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UV-VIS-NIR spectrometer. Figure 2.10 provides a visual representation of the UV-Vis

spectrometer setup employed in this research, showcasing its ability to operate in both UV

and visible regions. The UV-visible spectrophotometer employed in measuring the photo-

absorption spectrum utilizes two light sources: a deuterium arc discharge lamp for UV

measurements and a tungsten lamp for visible region measurements. The system seam-

lessly switches between the two lamps automatically. The instrument’s design and optical

components are optimized for efficient stray light rejection. A beam splitter divides the

incident light into two beams, one passing through the sample and the other through the

reference cell. The detector captures the signal difference across all wavelengths, provid-

ing the absorbance spectrum.

2.4.5 Photoluminescence spectroscopy

Figure 2.11: The schematic of PL emission for direct and indirect bandgap materials.

Photoluminescence (PL) stands out as a useful and non-destructive spectroscopicmethod

employed extensively to investigate the optical properties of the materials. Additionally,
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Figure 2.12: The schematic of PL setup.

it serves as a valuable tool for monitoring impurity or defect levels within a material. PL

refers to the irradiation of energetic light on the material for photo excitation and subse-

quent de-excitation for the radiative emission of light. The excitation of the material is

usually done using a monochromatic laser source with photon energy greater than or equal

to the bandgap. The excitation of electrons from the VB to CB through laser light leaves

a hole in the VB. These electron-hole pairs undergo rapid thermalization, establishing a

quasi-equilibrium distribution. Ultimately, recombination of electron-hole occurs, result-

ing the emission of radiative photon, which is detected as photoluminescence. The entire

process spans a time period ranging from femtoseconds to milliseconds. The recombination

of electron-hole pairs for direct and indirect bandgap materials are presented in Fig. 2.11.

In an indirect band gap material, for radiative recombination to take place, the process ne-

cessitates the absorption or emission of a phonon. This phonon must possess a momentum

equal to the difference between the momentum of the electron and the hole. The PL peak
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position allows for the estimation of the band gap energy, while the peak intensity con-

tributes to the relative rates of radiative and non-radiative recombination processes. The

excitation of electrons from the impurities and native defect states to CB and subsequent

de-excitation within the material provides the PL emission of defect levels. The schematic

of the PL setup is shown in Fig. 2.12. The instrument comprises an excitation source,

typically a laser, a spectrometer, and a detector. In this thesis, all the PL measurements

are acquired at room temperature. We used a He-Cd laser as the optical excitation source,

which has a wavelength of 325 nm. The PL measurements were accomplished using the

Horiba Jobin Yvon triple system equipped with a monochromator to resolve the spectra and

detected using the UV-sensitive charged coupled detector (CCD).

2.4.6 Cathodoluminescence

Cathodoluminescence (CL) refers to the characteristic emission of photons from a mate-

rial when subjected to an incident of high-energy electron [7]. Notably, the energy of the

incident primary electrons exceeds the threshold required for the direct excitation of elec-

trons. Instead, a cascade of scattering events by the primary electron irradiation generates

secondary electrons, Auger electrons, and X-rays. This cascade effect can lead to the exci-

tation of electrons from the VB to the CB. Subsequent relaxation of these electrons back to

the VB results in the emission of photons with corresponding energy. During this process,

electrons may undergo a temporary trapped state, lasting for microseconds, facilitated by in-

trinsic or extrinsic defects. The associated transition of photons will exhibit reduced energy

due to the loose of energy by electrons during vacating the traps. One notable advantage

of CL is that the incident electron energy is not constrained by the bandgap of the material

under investigation. In this study, a Monarc CL Detector (Gatan Inc.) was utilized which

is integrated with a FESEM system. The schematic mirror arrangement of the CL setup for

collecting the emission is depicted in Fig. 2.13. The attached spectrograph resolved the
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Figure 2.13: The schematic of CL setup

emitted spectra and then detected using a detector coupled to the spectrograph.

2.4.7 Raman spectroscopy

Raman spectroscopy is a versatile and non-destructive spectroscopic technique which de-

scribes the inelastic scattering of light with matter. This method offers several distinct
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advantages, including simple operation, easy sample preparation, and the ability to conduct

experiments under normal ambient conditions. Raman spectroscopy is widely utilized to

examine the vibrational and rotational modes of molecules, composition, phase, and crys-

tallinity of the materials. When a molecule absorbs photons, it is promoted to a virtual state

from its ground electronic state, as illustrated in Fig. 2.14. Typically, after elastic scat-

tering, the molecule de-excited and returned back to its ground state by emitting photons

with the same frequency as the incident photons, known as Rayleigh scattering. In contrast,

for the inelastic scattering process, the observed frequency difference between the incident

and scattered photons arises when the molecule comes back into a different vibrational

level rather than the ground state, known as the Raman shift. This shift, being an intrin-

sic property of the molecule of the materials, is independent of the excitation frequency.

The probability of the Raman scattering is minuscule compared to incident photons (≈ 1

in 107), resulting in a weak intensity of the Raman shift compared to the Rayleigh shift.

Two types of Raman scattering are observed: Stokes scattering, where the scattered pho-

tons are shifted to longer wavelengths region, and the shifting due to anti-Stokes scattering

occurs towards shorter wavelengths. The schematic diagram in Figure 2.14 illustrates the

three scattering processes: Rayleigh, Stokes, and anti-Stokes Raman scattering. In Raman

spectra, the intensity of scattered light is plotted against the Raman shift (in terms of wave

number). The Rayleigh peak is typically cut off from the spectrum to observe Raman peaks.

In this thesis, Raman spectra are taken at room temperature using the Horiba Jobin Yvon

LabRam HR Evolution system coupled with a CCD detector. The excitation source used

for Raman scattering was a 532 nm green diode laser.

2.4.8 Fourier Transform Infrared (FTIR) spectroscopy

The Fourier Transform Infrared (FTIR) spectrometer is a powerful analytical tool used in

various scientific fields for the qualitative and quantitative analysis of materials based on
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Figure 2.14: The schematic represents the energy level diagram in Raman scattering.

their infrared absorption properties. Its working principle relies on the interaction between

infrared radiation and the sample being analyzed. Attenuated Total Reflection (ATR) is an

integral component of Fourier Transform Infrared (FTIR) spectrometers, enhancing their

capabilities for material analysis. In ATR-FTIR spectroscopy, as shown in Fig. 2.15, in-

frared (IR) radiation is directed into a sample through an internal reflection element (IRE)

made of a material with a high refractive index, such as diamond or zinc selenide. The IR

radiation undergoes multiple total internal reflections within the IRE, creating an evanes-

cent wave that extends into the sample. As the evanescent wave interacts with the sample,

it undergoes attenuated total reflection, resulting in the absorption of specific wavelengths

of IR light by the sample. By measuring the intensity of the attenuated radiation using a de-
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Figure 2.15: The schematic diagram of ATR-FTIR system.

tector, valuable information about the sample’s chemical composition, molecular structure,

and surface properties can be obtained without the need for extensive sample preparation.

ATR-FTIR spectroscopy finds applications in fields such as materials science, pharmaceu-

ticals, forensics, and environmental analysis.

2.4.9 Superconducting quantum interference device (SQUID)

SQUID serves as an exceptionally sensitive magnetometer utilized for the precise measure-

ment of extremely subtle magnetic fields, relying on superconducting loops incorporating

Josephson junctions. The following six essential components are the core of the SQUID

system:

1. Temperature Control System

2. Magnetic Field Control System

3. Motion Control System

4. SQUID Detection System
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Figure 2.16: The schematic of detection coils used in SQUID.

5. Chamber Atmosphere Control System

6. Cryogen Monitoring System

Liquid helium is required in the SQUID system to cool the superconducting Niobium Ti-

tanium (NbTi) solenoid. The solenoid provides the magnetic field to the instrument. Liq-

uid helium also cools the many associated components, such as superconducting electrical

leads, quick switches, superconducting quantum interference devices, magnetic shields, de-

tection coils, etc. The sensitivity to magnetic moments is facilitated by the superconducting

quantum interference device. The SQUID detection system comprises superconducting de-

tection coils inductively coupled to a magnetically shielded SQUID, as shown in Fig. 2.16.

During standard measurements, the sample is positioned at the center of the detection coils

using a quartz holder. During centering, the movement of the sample is controlled using

the motion control system inside the detection coils with the help of a Vibrating Sample

Magnetometer (VSM). Magnetic measurements in the presented thesis were conducted us-
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ing the Quantum Design SQUID VSM system [8], sweeping in a temperature range of 5 K

to 300 K and a magnetic field range of -3 to +3 kOe, with a sensitivity of moment of 10−8

emu.

2.4.10 Z-scan technique

Figure 2.17: The schematic of Z-scan setup.

The non-linear optical properties, such as nonlinear absorption and nonlinear refractive

index, are estimated utilizing the z-scan technique [9]. The schematic diagram of the z-

scan setup is depicted in Fig. 2.17. In this method, the sample is irradiated by the laser

source, which has a Gaussian beam profile. The laser light passes through the transmitted

samples. During the measurements, the samples are translated from -z to +z direction using

the motorized translation stage around the focal plane (z = 0) of the converging lens. In open

aperture conditions, the aperture is completely removed or significantly enlarged in front of

the detector, ensuring that the entire transmitted light reaches the detector. Any variations

observed in the transmitted light are attributed to the nonlinear absorption coefficient (β).

Conversely, in the closed aperture conditions, a small aperture is kept in front of the detector,

permitting only the central region of the transmitted light to reach the detector. The tiny

variation in transmitted light indicates the material’s nonlinear refraction (n2).
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2.4.11 Tera-Hertz Time Domain Spectroscopy technique

Figure 2.18: The schematic of Tera Hertz setup.

The THz technique is extensively employed for examining various material proper-

ties, such as optical transmission, optical conductivity, and scattering, within the THz time

domain [10]. The schematic representation of the THz setup is depicted in Fig. 2.18.

Ti:Sapphire laser source was used in this study. The laser output from the laser source with

a repetition rate of 1 KHz (pulse width = 100 fs, wavelength = 800 nm, energy = 7mJ/pulse)

is divided into two parts using a beam splitter. 10% of the beam passes through a delay stage

(used as a gating pulse) while the major part (90%) traverses the 0.5 mm thick ZnTe crystal

(110-cut) to generate a THz signal via optical rectification. The generated THz signal is then

directed onto the sample. Since the THz signal can transmit through our sample, a trans-

mission setup was employed to observe the THz transmittance characteristics in the THz
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time-domain spectroscopy. The transmitted signal and gating pulse are then co-propagated

through another optically active ZnTe detection crystal (110-cut, thickness = 0.5 mm). The

optically inactive ZnTe crystal (100-cut, 2 mm thickness) was bonded optically with the

detection crystal to increase the thickness. This modification causes a temporal shift in the

Fabry-Perot fringes originating from the crystal thickness. The THz pulse induces birefrin-

gence, resulting in ellipticity in the co-propagating sampling beam. The λ/4 waveplate,

Wollaston prism, and a balanced photodiode were utilized to analyze the co-propagating

sampling beam. The Si/SiO2 substrate was used for the reference measurement. All the

measurements were done at room temperature.

2.4.12 Basics of Density Functional Theory

Density Functional Theory (DFT) is a robust theoretical quantum mechanical framework

for studying the electronic structure of many-body systems, primarily in the field of con-

densed matter physics and quantum chemistry [11]. The DFT framework serves to inves-

tigate the electronic characteristics of atoms, molecules, and solids. The use of electron

density rather than the electron wave function is the fundamental idea in DFT. The solution

of the Schrodinger equation for a many-body system is extremely complicated and nearly

impossible to solve numerically and computationally when the interaction energy between

an electron and collection of nuclei and the electron-electron interaction of different nuclei

is taken into consideration. For example, the wave function for a cluster of 100 Pt atoms

essentially becomes a 23000 dimension-associated problem! To overcome this problem,

Hohenberg and Kohn proposed a theorem which states as follows:

1. The ground state energy of the Schrodinger equation gives a distinct functional of

electron density, where the density of electrons n(r) at a position in space r is defined as,

n(r) = 2∑
i

ψ∗
i (r)ψi(r) (2.2)
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So, according to the theorem, the ground state energy can be written as E[n(r)], which

is a function of a function. Hence, the name density functional theory. The second theorem

of Hohenberg and Kohn defines the characteristics of the functional, stated as follows:

2. The true electron density for the complete solution of the Schrodinger equation is the

density which minimizes the energy of the overall functional.

The two theorems make life easier. However, the further difficulty of DFT is overcome

by Kohn and Sham. They showed that the true electron density can be found by solving

the set of equations where each equation is associated with a single electron. The Kohn and

Sham equation has the following form:

[
h2

2m
∇2 + V(r) + VH(r) + VXC(r)

]
ψi(r) = ϵiψi(r) (2.3)

The solution of equation 2.3 will provide the single electron wavefunction, which is a

function of r only. Hence, the system with N electrons is reduced to a 3-dimensional prob-

lem instead of 3N dimensions. The first term represents the kinetic energy of the electrons.

V(r) is the interaction between electrons and the collection of nuclei. VH is the Hartree

potential. VXC is the exchange-correlation potential, which is defined as the functional

derivative of exchange-correlation energy.

VXC(r) =
δEXC(r)

δn(r)
(2.4)

Different approaches have been taken to find out the exchange-correlation potential.

Among them, the local density approximation (LDA) and generalized gradient approxima-

tion (GGA) are the two popular and widely approached methods for finding the exchange-

correlation energy. LDA considers that n(r) is constant at all points in space, similar to a

uniform electron gas system. The exchange-correlation potential takes the form of uniform

electron gas as follows:

VXC(r) = Velectron gas
XC (r)[n(r)] (2.5)
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Electron density is a crucial parameter in real systems because it defines chemical bond-

ing in the system to exhibit interesting properties. Hence, GGA is one of the widely used

methods to find the functional which take into account the effect of local electron density

and local gradient of electron density. The Perdew–Wang (PW91) and Perdew–Burke–

Ernzerhof (PBE) functional are the most common and immensely utilized GGA functionals

among various kinds of GGA functionals. The exchange energy in GGA method exhibits

as follows:

EGGA
XC = ELDA

XC +
∫
∇n(r)d3r (2.6)

The Kohn and Sham equation with the appropriately chosen exchange-correlation po-

tential according to the system can be solved using an iterative method which is self-

consistent. In this thesis, we took the PBE functional for solving the Kohn and Sham

equation implemented in the Vienna Ab-initio Simulation Package (VASP).
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Chapter 3

Tuning electronic and optical properties
of Ni and Co ion implanted s-MgO
3.1 Introduction

Ion beam implantation stands as a reliable and widely adopted technique for inducing sig-

nificant modifications in the electrical, vibrational, and optical properties of insulators and

semiconductors, making them applicable in various industrial contexts. This method al-

lows the precise implantation of ions into target materials, influencing their properties based

on the incident ion species and energies [1, 2]. Concurrently, ion implantation introduces

different types of point defects within the material at specified depths, distinct from con-

ventional chemical routes [3]. Both doped and undoped MgO emerge as environmentally

friendly, sensitive, and non-toxic candidates with numerous interesting and potential appli-

cations. These applications encompass photoelectric solar cells, catalysts, optoelectronics,

toxic waste remediation, microelectronics, and as a window layer in heterojunction solar

cells [4–7]. Single crystal MgO, a compelling ceramic material, is extensively used as a

substrate for various device applications. Researchers aspire to create high-quality MgO

ceramics due to their outstanding mechanical, thermal, and optical properties without un-

dergoing phase transformations during heating [8]. The MgO ceramic properties have been

advanced with various ceramic developing techniques that exhibit persistent luminescence

emission due to the presence of F+ centers [9]. The controlled defect formation in MgO by

ion implantation is suitable in different technological applications such as adsorbents, sen-

sors, refractory material, paint, fluoride remover, and luminescence devices[10–13]. The
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ionic model of solid and interatomic potentials based on the modified electron-gas model

suggests that each oxygen site incorporated with effective 2- electronic charge compensated

by the nearest Mg site associated with effective 2+ electronic charge in MgO[14]. Depend-

ing on the impurity ion incorporation in MgO, the vacancies and defects are of different

kinds (such as F, F2, and V-type color centers). The charge neutrality in the doped MgO

affects the optical and magnetic properties depending on the implanted ions or chemically

doped elements [15–18]. The electronic and optical absorption spectrum strongly depends

on various types of color centers. The dramatic change of optical properties can be tuned

by the formation of small metallic clusters on the surface of the lattice, which absorb light

in different frequency limits [19]. In this case, the impurity concentration is tuned by Ni

and Co ion implantation. When one MeV Ni and Co ions are implanted in crystalline MgO,

a large number of vacancy defects are created by removing O or Mg atoms from the host

lattice, and these vacancy centers are stable and neutral with respect to charge [20]. The

different vibrational behavior of Ni and Co ion-induced defect structures can be studied

and well understood using different vibrational spectroscopy techniques such as infrared

absorption and Raman scattering. Most of the vibrational spectroscopic studies have been

done for non-magnetic ion-doped MgO single crystals, thin films, and nanoparticles. In-

stead of non-magnetic ions, the implantation of magnetic ions can effectively induce vi-

brational modes along with magnetism in the system. The nature of the defect and color

centers act as the mediator of electronic states inside the bandgap of MgO. The majority of

optical studies have focused on samples implanted with low-energy (keV) ions, where Sn

dominates, and Se is considerably small. However, one MeV Ni and Co ions exhibit sub-

stantial electronic energy loss (Se) in addition to Sn, resulting in distinct defect production

compared to low-energy cases. The contribution of Se leads to an increase in the sample’s

temperature during implantation due to electron-phonon coupling, which is also taken into

account in modulating the optical properties of MgO.
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The chapter explores bandgap narrowing and the induced vibrational modes due to the

formation of various point defects with the rising of significant lattice temperature in MgO

single crystal by MeV Ni and Co ion implantation. We correlate the observed bandgap nar-

rowing and the origin of the vibrational modes with the modifications in the electronic band

structure, density of states (DOS), and phonon band and DOS using the DFT, respectively.

3.2 Experimental details

Single crystalline MgO (100) substrates with a thickness of 0.5 mm were used for implan-

tation. The cleaned (as described in Chapter 2) and polished surface was irradiated by one

MeV Ni ions at room temperature at a fluence range from 5 × 1014 ions/cm2 to 1 × 1016

ions/cm2. The low flux of 1 × 1012 ions/cm2/s was used to avoid beam heating for all the

irradiation. The focused beam was scanned over 10 mm×10 mm on the sample surface

using the electrostatic scanner for uniform irradiation. We have used a UV-Vis-NIR spec-

trometer (Cary 5000 - Agilent) to measure the optical absorption spectra of the damaged

region in the spectral region of 192-800 nm (1.55 - 6.46 eV). The measurement was carried

out using a dual-beam configuration. The variation of bandgap with ion fluences is pro-

cured from Tauc plotting. Steady-state PL spectra were collected using a 325 nm He-Cd

laser at room temperature in the 350-630 nm wavelength range. The sample was excited

through an achromatic UV objective (LMU-UVB) with 40× magnification. The backscat-

tered emission was collected through the same objective, using a CCD detector coupled to

the spectrometer. On the other hand, the Raman spectra were taken using the 532 nm laser

source. An ATR-FTIR spectrometer was utilized to observe the infrared absorption spectra

and identify the functional group in the samples.
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3.3 Computational Details

The theoretical band structure andDOS calculations for pristine, oneMg vacancy, one O va-

cancy, both Mg and O vacancy, and Mg substituted by Ni and Co defect associated in MgO

structures are performed using DFT by implementing VASP code [21, 22]. The projector-

augmented Wave (PAW) method [23] is used to describe the interaction between electrons

and ions. MgO belongs to a cubic structure with a space group of Fm3m. Pristine consists

of a large supercell with 32 formula units. One Mg atom substituted by one Co or Ni atom

in the supercell produced 1.56% doping in the matrix. In our calculation, all the structures

are fully relaxed using the GGA scheme in order to implement exchange–correlation po-

tential with the PBE functional [24]. A fixed cut-off energy of 600 eV for pristine and Mg

and O vacancy structure was considered for a plane-wave basis set, whereas 1000 eV for

substitutional defects. The utilities of Monkhorst–Pack method [25] for the generation of

12 × 12 × 12 k-point meshes are implemented for achieving the required convergence of

the structures within 10−7 eV per atom. The optimization of the structures is accomplished

with respect to volume, shape, and atomic position. The relaxation of the structures was

considered to be completed when the forces reached a sufficiently smaller value than 0.0001

eV/Å for each atom. The most stable and converged structures are used for the band struc-

ture and DOS calculations. The total energy and DOS calculations are performed using the

linear tetrahedron method with Blochl corrections [26]. The band gap found in our DFT

calculation for pristine matches well with other theoretical calculations [27, 28]. The vi-

brational phonon bands and DOS for pristine (containing four formula units), one Mg, one

oxygen vacancy, and one Mg substituted by one Ni and Co defect-associated MgO cubic

cell are calculated under the scheme of density functional perturbation theory (DFPT) by

taking the most stable structure. The replacement of one Mg by implanted ions gives rise to

12.5% doping in MgO. The cut-off energy for phonon calculation was fixed at 500 eV. The
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Monkhorst–Pack method of 5 × 5 × 5 k-point meshes was taken. The irreducible repre-

sentation found from the phonon band and DOS provides the information of phonon modes

associated with defect structure.

3.4 Ion Beam Simulations

Figure 3.1: SRIM simulations of ion range and deposited energy by one MeV (a) Ni and
(b) Co in MgO.

The Stopping and Range of Ions in Matter (SRIM) simulation is very useful for the ion

beam community to observe the range and energy deposition by the incident ions in the

target materials [29]. The option “ Detailed Calculation with full Damage Cascades” was

implemented for simulation in the version ’SRIM 2013’. The SRIM simulation for one

MeV Ni and Co ion implantation in MgO is shown in Fig. 3.1(a) and 3.1(b), respectively.

The projected range (Rp) for Ni and Co ions is 574 and 577 nm, respectively. Themaximum

implanted ion will be distributed around Rp. The calculated electronic (Se) and nuclear (Sn)

energy loss are 1.06 and 0.68 keV/nm and 1.08 and 0.65 keV/nm for one MeV Ni and Co

in MgO, respectively. The comparable Se and Sn values for Ni and Co ions will affect

the energy depositions in MgO. The deposited energy (Fd) is calculated from the SRIM

simulation using the following equation:
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Fd = Ed × (2 × (Mgvacancy + Ovacancy) + NOVAC) (3.1)

Where Ed is the sum of the displacement energy of Mg, and O, Mgvacancy and Ovacancy

are the vacancies of Mg and O, respectively, and NOVAC is the ‘Number’ of vacancies.

The deposited energy initially increases with the target depth for both the ions and becomes

maximum at a depth of 470 and 478 nmwith a value of 153 and 157 eV/Å·ion for Ni and Co

ions, respectively, and then it decreases gradually. The deposited energy of the ions is quite

high near the projected range. Hence, the damage production by the ion will be maximum

near the depth of Rp due to elastic and inelastic collisions between the incident ions and

host lattice atoms. So, the construction of the defect states near Rp can significantly affect

electronic and optical properties in the implanted samples apart from pristine sample.

Figure 3.2: The variation of the partial sputtering yield of Mg and O simulated using TRI-
DYN code for one MeV (a) Ni and (b) Co ion implantation in MgO with various ion flu-
ences.

The fluence-dependent dynamic change of thickness and/or composition of the target

during ion implantation can be well understood by sputtering yield calculation. The par-

tial sputtering yield simulation of Mg and O atoms using TRIDYN for incident Ni and Co

ions in MgO is shown in Fig. 3.2(a) and 3.2(b), respectively. The statistical quality of the
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TRIDYN simulation depends on the value of MAXCHA, which should be less than 0.05

for better results. In our case, the values of MAXCHA are 0.003 and 0.004, respectively,

which suggests that, statistically, the simulation is quite good. It is observed from Fig. 3.2

that the sputtering yield of Mg increases from 0.80 to 1.17 and 0.68 to 1.11 with Ni and Co

ion fluences while it decreases from 7.20 to 4.41 and 7.70 to 5.28 for oxygen atoms, respec-

tively. The sputtering yield of O is still very high compared to the Mg atom at the highest

fluence of 1 × 1016 ions/cm2, and there is no signature of steady state condition observed

at this fluence. This suggests that the composition of the Mg atom is proportionately larger

than the O atom near the surface. Hence, the surface modification by ion implantation (Ni

and Co) can be another factor for tuning the electronic and optical properties of MgO.

Figure 3.3: The UTS simulations to understand the rise of lattice temperature with different
ion track radius of one MeV (a) Ni and (b) Co ion implanted MgO.

The UTS model was employed to calculate the rise of lattice temperature around dif-

ferent ion track radii for one MeV Ni and Co ion implantation in MgO, as shown in Fig.

3.3(a) and 3.3(b), respectively. The melting temperature of MgO is 3125 K. Due to having

a high melting point (MP), the temperature rises above the MP around the 0.1 nm ion tract

radius for both ions. The temperature just reaches the MP around 0.2 nm of the ion track.

This signifies that the melting of the lattice is confined along the ion track only. The tem-
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perature goes below 500 K after a 5 nm ion track radius. The rising and distribution of such

huge temperatures along the ion path help to displace the lattice atom to create different

kinds of defects in the matrix. The induced defects can modulate the material’s optical and

electronic properties.

3.5 Optical Properties

3.5.1 UV-Visible Absorption Studies

Optical absorption spectra are a sensitivemethod to understand the defect center and bandgap

of a material. The UV-Vis absorption spectra of pristine and MeV Ni and Co ion implanted

MgO single crystal are shown in Fig. 3.4(a) and 3.4(d), respectively. The maximum ab-

sorption occurs near 5.04 - 4.98 eV (246 - 249 nm), which is identified as an F-type defect

center incorporated with F+ centers [30]. The two weak absorption peaks around 4.01 -

3.97 (309 - 312 nm) and 3.46 - 3.54 eV (358 - 360 nm) are due to the transition of the

oxygen defect center, which is assigned to 1A1g → 1E(electron donation from 1s → 2px

or 2py) and 1A1g → 1A1g(electron donation from 1s → 2pz) respectively [31]. The small

peak of F2 type defect [32] center formed at 358 - 360 nm in the implanted sample is due to

the oxygen di-vacancy center. The absorption peak observed at 575 nm is assigned by the

Mg vacancy center (V center) [19].

The O2 vacant center, F2, and V-type defect centers are not observed in pristine, as

seen in Fig. 3.4(a) and 3.4(d), respectively. These defect centers are induced and become

prominent with Ni and Co ion fluences. When the highly energetic Ni and Co ions incident

on a crystalline MgO, the Mg atom can be substituted by the implanted ions. Devaraja et al.

mentioned that the substitution is possible when the difference in the percentage of radius

(Dr) between the doped and substituted ions does not exceed 30 %. The radius percentage

difference is calculated from the following equation [33]:
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Figure 3.4: The UV-Vis absorbance (a,d), the variation of concentration of (b,e) F center,
and (c,f) bandgap with incident Ni and Co ion fluences, respectively. The inset of (c) shows
the typical Tauc plot of pristine to calculate the bandgap.

Dr =
Rm(CN)− Rd(CN)

Rm(CN)
(3.2)

Where, CN = Co-ordination number, Rm(CN) = Radius of host cation (Mg2+), Rd(CN)
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= Radius of implanted ions. The Dr for substituting the Mg by Ni and Co are 4.16% and

9.72%, which is much lower than 30%. This confirms that Ni and Co can substitute Mg.

On the other hand, if the radius of the cation in the host lattice is much larger than the im-

planted ions, the implanted ions will always sit at the interstitial site [34]. The substitution

depends on the relative ionic radius and relative oxygen affinity between the host and im-

planted ions. In this case, Ni and Co ions can’t substitute the O2− ions because Dr is high

due to the large ionic radius of O2− than the implanted ions.

The F center can be quantified using Smakula–Dexter equation [35–37] to calculate the

defect accumulation number (nF) in the matrix, which is as follows,

nF = B × 1015 × 2.3 × Imax (3.3)

Where B is a constant that takes into account the oscillator strength (0.8 for MgO), full-

width half maximum of the color center, and refractive index of MgO (1.74). Imax is the

maximum absorbance at defect centers. The fluence-dependent concentration variation of

the F center of Ni and Co implantedMgO is presented in Fig. 3.4(b) and 3.4(e), respectively.

The concentration of F center in the order of 1016 cm−2 in pristine is observed due to intrin-

sic defects during crystal growth. The mean concentration of strong F center increases with

the increase of Ni ion fluences. The F center starts to saturate at 5 × 1015 ions/cm2 in the

Co implanted sample. The F center concentration remains nearly the same (5.7-6.0 ×1017

cm−2) for the fluence 5 × 1015 and 1 × 1016 ions/cm2, respectively, showing clear satura-

tion signal. But, in the Ni ion implantation case, the high fluence (> 1 × 1016 ions/cm2) is

required to exhibit the saturation signature. This signifies that the continuous increasing of

the color center (F center) even after 1 × 1016 ions/cm2, one MeV Ni ion implantation can

decrease the bandgap more than the Co ion implantation. Hence, F-type defect centers may

play a crucial role in lowering the bandgap.
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The optical bandgap is calculated using the Tauc plot [38]. The following relation between

the absorption coefficient (α) and incident photon energy (h ν) is used in the Tauc plot:

(αhν)n = C(hν − Eg) (3.4)

Where C is a constant and Eg = energy gap. The value of n represents the nature of

transition, and the direct bandgap nature has been found forMgO. The bulk bandgap ofMgO

is reported to be 7.8 eV[39]. Due to the limitation of energy scan by the detector in the UV-

Vis spectrometer, we have used a third-order polynomial extrapolation to the Tauc plot in

order to get the energy above 6.46 eV. A typical Tauc plot for pristine is shown in the inset of

Fig. 3.4(c). Nefedova et al. [40] reported the bandgap of MgO and Cr-doped MgO as 7.16

and 5.36 eV, respectively. In our case, the extension of the linear part of the extrapolated

line intersects the x-axis, giving the bandgap of pristine of 7.35±0.01 eV. The bandgap of

MgO decreases to 7.18±0.03 eV for the Co ion fluence 1× 1016 ions/cm2 (Fig. 3.4(f)). On

the other hand, the Ni implantation narrows the gap to 7.12±0.014 eV at the same fluences

(Fig. 3.4(c)). The bandgap of MgO decreases more due to Ni ion implantation compared

to Co ion, as anticipated. Bandgap can vary due to changes in the crystal structure, lattice

strain, surface, and interface effect. The SRIM and TRIDYN simulation shows that the

defect states form in the matrix, imparting lattice strain, and the sputtering modifies the

surface. In our case, the gradual decrease of the optical bandgap with the increment of the

incident ion fluences arises mainly due to the increase of defect concentration and surface

modifications. The bandgap reduction due to defect states is further investigated through

DFT calculation.

3.5.2 Photoluminescence Studies

The room temperature PL spectra of pristine and oneMeVNi and Co ion implantedMgO in

the fluence range of 5 × 1014 - 1 × 1016 ions/cm2 are shown in Fig. 3.5(a) and 3.5(c), re-
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spectively. The PL spectra of the implanted samples are deconvoluted into four bands at 388

(Violet), 419 (Blue), 514 (Green), and 563 (red) nm to understand the different color cen-

ters. The typical deconvoluted spectra of Ni and Co ion at a fluence of 5 × 1014 ions/cm2

are shown in Fig. 3.5(b) and 3.5(d), respectively. The high intensity and prominent peaks

observed at 417/419 and 518/514 nm are assigned to V and F centers, respectively [41, 42].

The integrated intensity vs fluence of the PL spectra is presented in Fig. 3.6(a-d) and 3.6(e-

h) for Ni and Co ion implanted samples, respectively. The PL peak around 387/388 nm

is not observed in pristine, as seen in Fig. 3.6(d) and 3.6(e), respectively. This peak may

originate from Ni or Co defect states in the matrix. The rise of such a metal-assisted defect

band is further explored by theoretical DFT calculation, discussed in the next section. The

decreasing tendency of integrated intensity with ion fluence indicates the diminishing of

the population of electron occupancy in the defect states. The peak around 565/563 nm is

identified as F− color center, which originated due to oxygen vacancy filled by one elec-

tron [41]. The excitation behavior of the F center can be understood and explained in two

different routes. When the F-type defect states are illuminated by UV light, the electrons

become excited due to the absorption of sufficient photon energy and move to either F+

or the excited states of the F center (F∗). The electron from F∗ states de-excite by emit-

ting a photon energy of 2.39/2.41 eV. The electron experiences a radiative transition via a

metastable F+ state from the F center. The F+ states are metastable states with relatively

higher lifetime than the F∗ states. So, the F+ needs a different path to de-excite by emitting

a similar photon energy of 2.39/2.41 eV.

The formation of different defect states and the electronic transition between defect

states and CB and VB can be explained by the proposed band model, as shown in Fig. 3.7.

When the incident UV light of wavelength 325 nm excites the F center, it tries to de-excite

by releasing electrons. The released electrons move to the CB via the F+ center and be-

come free there. The free electrons in CB can recombine with different defect states. The
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Figure 3.5: Room temperature PL spectra of pristine, (a) Ni and (b) Co ion implanted MgO,
The typical deconvoluted PL spectra at a fluence of 5 × 1014 ions/cm2 of (b) Ni and (d) Co
implanted samples.

released photon corresponds to the wavelength of 518/514 nm when the recombination oc-

curs between the CB and F centers. When the electron jumps to the oxygen vacancy center,

the released energy corresponds to the wavelength of 565/563 nm. Pathak et al. reported

that the recombination of conduction band electron is not possible with V center [43], and

this defect center can lie near the valence band maximum [44]. It is also energetically un-

favorable to recombine an electron to V center with the chemical potential of conduction

band minimum because the electron gains almost the entire bandgap energy in this jump
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Figure 3.6: The integrated intensity for (a-d) Ni and (e-h) Co ion implanted sample for the
deconvoluted peaks as a function of ion fluence.

[44]. On the other hand, the excited electrons from the valence band can move to the V

center. Subsequently, the de-excitation emits energy corresponding to the wavelength of

417/419 nm. The PL spectra suggest the formation of the Ni/Co defect state near the con-

duction band. The lower excited electron moves to the metal-assisted defect state and then

de-excites by releasing energy corresponding to the wavelength of 388 nm.

The PL spectra plotted in chromaticity coordinates for Ni and Co implanted samples,

according to Commission Internationale l’Eclairage (CIE) 1931, are shown in Fig. 3.8(a)

and 3.8(b), respectively. The dark spots on the graph depict the color observed in the PL

spectra. The luminescent signal spot of MgO remains relatively unchanged when subjected
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Figure 3.7: The proposed band model for electronic transitions

Figure 3.8: The CIE 1931 chromaticity plot of PL spectra for (a) Ni and (b) Co ion implanted
MgO with the variation of ion fluences.

to Ni and Co ion implantation. This observation indicates that both untreated and implanted

samples can generate predominantly white light when excited by 325 nmUV light. The CIE
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graph of PL spectra tells that the emission of white light in ion-implanted MgO opens up

possibilities for its utilization in optical devices. Additionally, it can serve as a valuable

material for substrates or insulating layers in the construction of LED device structures.

3.5.3 Theoretical DFT Study

Figure 3.9: The atomic configuration of (a) pristine, (b) Mg vacancy, (c) O vacancy, (d) one
Mg and two Oxygen vacancy, Mg substituted by (e) two Ni and (f) one Co defect associated
MgO for the theoretical calculation. Green, Red, blue, and ash colors represent the Mg, O,
Ni, and Co atoms, respectively. The green and black dashed circles indicate the Mg and O
vacancy, respectively.
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Figure 3.10: The calculated band structure of (a) pristine, (b) Mg vacancy, (c) O vacancy,
(d) one Mg and two Oxygen vacancy, Mg substituted by (e) two Ni and (f) one Co defect
associated MgO. The dashed line at 0 eV denotes the Fermi level.

The atomic configuration of cubic super-cell containing 32 formula units of pristine,

Mg vacancy, O vacancy, one Mg and two Oxygen vacancy, Mg substituted by two Ni and
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Figure 3.11: The calculated DOS structure of (a) pristine, (b) Mg vacancy, (c) O vacancy,
(d) one Mg and two Oxygen vacancy, Mg substituted by (e) two Ni and (f) one Co defect
associated MgO. The dashed line at 0 eV denotes the Fermi level.

one Co for DFT calculation is shown in Fig. 3.9(a-f), respectively. The theoretical band

structure for pristine, Mg vacancy, O vacancy, one Mg and two Oxygen vacancy, and Mg
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substituted by twoNi and one Co defect associatedMgO are shown in Fig. 3.10(a-f), respec-

tively. The DFT calculated bandgap for pristine is found to be 4.50 eV. The introduction

of vacancy and substitutional defects in MgO produces the defect band states around the

Fermi level, as shown in Fig. 3.10(b-f). The creation of defect states influences to vary

the bandgap. The Mg vacancy in MgO doesn’t play a role in creating defect states near the

Fermi level (Fig. 3.10(b)), whereas one oxygen vacancy creates a defect state around Fermi

level (Fig. 3.10(c)). For further confirmation, the combined effect of Mg and O vacancy

is justified (Fig. 3.10(d)). The two defect bands at the Fermi level correspond to the O

vacancy (more clear in PDOS calculations), and no signature of the Mg vacancy-associated

band is observed. On the other hand, since the number of oxygen vacancy defects is pro-

portional to the number of production of oxygen defect states (Fig. 3.10(c) and 3.10(d)), the

large intensity for oxygen vacancy defects in absorption spectra confirms that most of the

defect states are associated with oxygen vacancy states. The Mg vacancies (V centers) can

only play a role in the movement of oxygen vacancy defect states around the Fermi level

to reduce the bandgap (observed in Fig. 3.10(c) and 3.10(d)). The formation of different

defect states between CB and VB agrees with our proposed model for taking all the defect

states between CB and VB. The CB minimum and VB maximum occur at the same gamma

point in pristine, confirming the direct bandgap property of MgO, which was considered in

the Tauc plot.

We further calculated the total DOS and projectedDOS (PDOS) to understand the orbital

information about the defect bands. The total DOS and PDOS for pristine, Mg vacancy, O

vacancy, one Mg and two Oxygen vacancy, Mg substituted by two Ni and one Co defect

associated MgO are shown in Fig. 3.11(a-f), respectively. The majority contribution in

forming CB and VB comes from the Mg-p, Mg-s, and O-p orbitals. The O-p, Ni-d, and

Co-d orbitals mainly contribute to forming the O vacancy, Ni, and Co defect states in MgO,

respectively (Fig. 3.11(c-f)). These defect states can be filled fully or partially by electrons
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and become free after moving to the CB by external excitation, as discussed in the proposed

model (Fig. 3.7). The deconvoluted PL band around 387/388 nm arises due to defect cre-

ation by high-energy Ni or Co ions in MgO. Ni-d and Co-d orbital mainly contributed to

creating this defect band. This confirmed the presence of metal-assisted defect bands in

implanted samples. Hence, the bandgap variation with ion fluences is well justified from

the band structure and DOS calculations.

3.5.4 Raman study

The observation and analysis of Raman spectra are very useful for understanding the nature

of the vibration of atoms and molecules in finite crystals. The Raman spectra of pristine and

Ni and Co ion implantedMgOwith different fluences are shown in Fig. 3.12(a) and 3.12(b),

respectively. In this case, pristine doesn’t exhibit the Raman active modes, as clearly seen

in Fig. 3.12. But, the Raman scattering peaks are induced in the implanted samples at 237,

346, 409, 444, 499, 648, and 1566 cm−1. Most of the peaks arise in the D bands region,

which is also known as breathing mode [45]. The peaks under this band region lie below

1500 cm−1. The broad peak observed at 1566 cm−1 signifies the overlapping between the

D and G bands [46]. This overlapping is absent in the lower fluence samples due to a lack

of sufficient defect states. The overlapping becomes prominent (≥ 5× 1015 ions/cm2) with

the increase of Ni and Co ion fluences. The Raman shift around 444 cm−1 originates due to

the contribution of transverse optical (TO) phononmode. The small peak at 499 cm−1 arises

due to the symmetrical stretching vibration of Mg and O [47]. The radial breathing mode of

vibrational peaks is identified around 237, 346, and 409 cm−1 [48]. Now, to understand the

root of the observed Raman shift, we performed the phonon band and DOS calculations.

Fig. 3.13(a-e) shows pristine, one Mg, one oxygen vacancy, and one Mg substituted

by one Ni and one Co defect-associated MgO structure for phonon band and DOS calcula-

tions, respectively. The theoretical phonon dispersion, total DOS, and PDOS calculation of
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Figure 3.12: Raman spectra of pristine, (a) Ni and (b) Co implanted MgO for different ion
fluences.

pristine, oneMg, one oxygen vacancy, and oneMg substituted by one Ni and one Co defect-

associated MgO are shown in Fig. 3.14(a-e) and 3.15(a-e), respectively. The Raman active

modes of MgO with a space group of Fm3̄m are A1g, Eg, T2u and T2g. Besides, T1u can be

either Raman or IR active. Hence, it is important to calculate the irreducible representation

of pristine and defect-attributed MgO to confirm the active modes. The irreducible repre-

sentation for the phonon bands at Γ points for pristine, one Mg, one oxygen vacancy, and

one Mg substituted by Ni and Co defect-associated MgO are 3T1u + 3T1u, 3T1u + 3T2u +

3T1u + 3T1u + 3T1u + 3T2u + 3T1u, 3T1u + 3T1u + 3T2u + 3T1u + 3T1u + 3T2u + 3T1u,

3T1u + 3T1u + 3T2u + 3T1u + 3T1u + 3T1u + 3T2u + 3T1u, and 3T1u + 3T1u + 3T1u +

3T2u + 3T1u + 3T1u + 3T1u + 3T2u respectively. In this case, all the T2u modes are Raman

active mode, but T1u mode can be either Raman or IR active. The calculation for pristine

sample shows (Fig. 3.14(a)) that it won’t have any Raman active mode, matching with our

experimental results. In pristine, the 1st T1u (0.005 THz) peak is inactive, and the 2nd T1u

peak arises at 11.16 THz (372 cm−1), which we didn’t observe experimentally. The peak

at 11.16 THz corresponds to both Mg and O vibration, but the vibrational contribution of

the O atom dominates over the Mg atom (Fig. 3.15(a)). The experimentally found Raman
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Figure 3.13: (a) pristine, (b) one Mg vacancy, (c) one oxygen vacancy, one Mg substituted
by one (d) Ni, and (e) Co defect associated MgO structure for phonon band and DOS cal-
culations.

shift at 237 cm−1 agrees well with the theoretically observed band peak around 7.38 (246

cm −1) and 6.90 THz (230 cm−1) for one Mg and O vacancy associated MgO, as shown in

Fig. 3.14(b) and 3.14(c), respectively. This peak is associated with T1u active mode, which
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Figure 3.14: The theoretical phonon dispersion band of (a) pristine, (b) one Mg vacancy,
(c) one oxygen vacancy, one Mg substituted by one (d) Ni, and (e) Co-associated MgO. The
different colors represent the band connection along the high symmetry points.

forms due to the vibration of Mg and oxygen atoms, as seen in Fig. 3.15(b) and 3.15(c),

respectively. The vibrational contribution for constituting this mode by Mg dominates over

oxygen, comparing the phonon DOS in Fig. 3.15(b) and 3.15(c), respectively. The promi-

nent peak at 346 cm−1 matches with the active peak found at 10.19 THz (340 cm−1), as
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Figure 3.15: The total and partial phonon density of state calculation of (a) pristine, (b)
one Mg vacancy, (c) one oxygen vacancy, one Mg substituted by one (d) Ni, and (e) Co-
associated MgO.

shown in Fig. 3.14(c). The creation of oxygen vacancy in an enormous number in MgO

due to Ni and Co ion implantation plays a significant role in forming this active T1u mode.
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Fig. 3.15(c) further apprised that the most vibrational contribution comes from the oxygen

compared to the Mg atom. The prominent peak at 12.37 (413 cm−1) THz (Fig. 3.14(d) and

3.15(d)) is related to T1u mode. This peak originates only after inducing the Ni atom in

the matrix. The vibrational intensity of oxygen atoms is more than that of Mg atoms (Fig.

3.15(d)). The vibrational effect from the Ni atom is negligible compared to the O atoms

to induce the peak at 413 cm−1. But for Co implanted samples, this peak arises at 12.51

THz (417 cm−1) (Fig. 3.14(e) and 3.15(e)). The other experimental Raman active peak

around 444 and 499 cm−1 is associated with T2u (13.53 THz) and T1u (15.42 THz) mode

in Ni implanted samples. On the other hand, T1u (13.31 THz) and T2u (15.38 THz) modes

are responsible for the peak at 444 and 499 cm−1 in Co implanted samples. The peaks

around 13.12 (438 cm−1) and 15.54 (518 cm−1) in Mg vacancy-associated MgO also agree

well with the experimental peak at 444 and 499 cm−1. The combined vibrational effect of

Mg vacancy and substitutional defect contributed to the origin of the 444 and 499 cm−1

in Ni and Co implanted samples, respectively (Fig. 3.15(b), 3.15(d), and 3.15(e)). The

partial DOS suggests that the vibrational contribution from oxygen atoms takes the larger

responsibility for arising these Raman shifts compared to theMg atoms in defect-associated

MgO.

3.5.5 FTIR study

FTIR spectroscopy is one of the advantageous techniques for identifying the functional

group and analyzing the different vibrational features of the materials. The typical FTIR

spectra of pristine and Ni and Co ion implanted MgO are shown in Fig. 3.16 and 3.17,

respectively. Fig. 3.16(a) and 3.17(a) show that the broad absorption peak ranging from

561-608 cm−1 arises due to the stretching vibration of Ni-O, Co-O [49]. The broadness

signifies the formation of nanocrystals in the matrix. The broad absorption peak observed

at 840-841 cm−1 (Fig. 3.16(b) and 3.17(b)) arises due to the stretching vibration of Mg-O-
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Figure 3.16: FTIR spectra of pristine and Ni ion implanted crystalline MgO with different
fluences in the range of (a) 450-800 cm−1, (b) 800-1000 cm−1, (c) 1000-1200 cm−1, (d)
1200-1750 cm−1, and (e) 2750-3000 cm−1.

Mg bonds [50]. The peak at 840-841 cm−1 is allowed by the sum modes of W ′
2 and W ′′

3

along the Z symmetry through the critical point at W [51]. We observed three peaks around

1044, 1089-1092, and 1121-1122 cm−1 in this range of 1000-1200 cm−1 for Ni and Co im-
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Figure 3.17: FTIR spectra of pristine and Co ion implanted crystalline MgO with different
fluences in the range of (a) 450-800 cm−1, (b) 800-1000 cm−1, (c) 1000-1200 cm−1, (d)
1200-1750 cm−1, and (e) 2750-3000 cm−1.

planted samples (Fig. 3.16(c) and 3.17(c)). Earlier, we showed that Ni/Co ion implantation

produces different types of vacancy and substitutional defects in the matrix. These defects

on the surface can absorb the atmospheric constituents (e.g., CO2, H2O, O2, H2, N2, etc.)
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to modify the defect center and can produce different vibrational modes [52]. The 1044

cm−1 peak occurs due to the vibration of C-O bending vibration. C-O stretching vibration

is responsible for the assigning of 1089-1092 cm−1 peak. The peak at 1121-1122 cm−1

is also due to the stretching vibration of C-O bond [53]. Fig. 3.16(d) and 3.17(d) show

the absorption spectra in the range of 1200-1750 cm−1 for Ni and Co implanted samples,

respectively. We pointed out a peak around 1271 cm−1, referring due to Ni-O stretching

vibration or O-Ni-O bending vibrations. When the MgO sample was exposed to the atmo-

sphere, chemisorption of CO2 happens onto the MgO sample [16]. The absorption peak

at 1316 cm−1 is associated with the δ (OC=C) modes [31]. The adsorption band peaks

around 1438-1440 cm−1 for different fluences originate due to the chemisorption of car-

bonate (CO2−
3 ) groups and the stretching vibration of this group over the MgO surface

[54, 55]. The absorbance at 1593 and 1590 cm−1 is associated with the stretching vibra-

tion of Mg-OH bonds [56]. This -OH bond comes from the atmospheric water molecule

adsorbed on the MgO surface. The presence of C=C bending vibration may be another rea-

son for observing this adsorption band peak, which is assigned to the presence of aromatic

group [57]. The FTIR spectra in Fig. 3.16(e) and 3.17(e) show the two small peaks in Ni

and Co implanted samples. The observed peaks around 2849-2852 and 2919 cm−1 are as-

signed due to the stretch of the surface -OH group that comes from the dissociated state of

hydroxyl groups. C–H stretch of organic residue may be another reason for observing these

peaks [53].

This chapter, tuning the bandgap of MgO due to the induction of defects with ion fluences,

motivates the making of MgO-based advanced RRAM devices. MgO is a potential binary

metal oxide candidate that can be applied as an insulating layer in transition metal oxide

(TMO) based RRAM device due to its large bandgap property [58]. It is reported that the

trap states in MgO films come from the F centers, the trapping center for electron [59].

Besides, in this chapter, we showed that most of the vacancy defects are due to oxygen
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vacancies, and the concentration of these vacancy defects is much higher than the other

defects and increases with the increase of ion fluences. So, these anionic vacancies can be

applied to form the filament in RRAM device to improve the device’s functionality. Since

an enormous amount of heat is generated along the ion track during implantation, the effect

of annealing on improving the MgO-based RRAM device must be explored.

3.6 Summary

In summary, we have investigated the creation of different kinds of vacancy and substitu-

tional defects in crystalline MgO after one MeV Ni and Co ion implantation. The UV-Vis

absorption spectra identified F, F2, other O2 vacant center, and V-type color center in the

matrix. We found that the F center is more prominent than the V center. The mean con-

centration of F-type defect states increases with ion fluences. The PL spectra also confirm

the existence of the F and V centers. We demonstrated that Ni and Co ion fluence can be

used as a controlling knob to tune the defect states to decrease the bandgap of MgO. The

metal-assisted defect center is identified from deconvoluted PL spectra, which were absent

in pristine. Further, the root cause of the bandgap tuning is understood using band and DOS

calculation on the basis of DFT. The electronic transition is also explained with the help of

a proposed band model.

We also analyzed the origin of different vibrational modes of pristine and Ni and Co ion-

implanted MgO samples. The role of the identified defects from UV-Vis and PL spectra in

implanted MgO to induce the vibrational modes is also investigated. The Raman spectra

confirm that the Raman scattering peaks comemainly from the breathing modes of D bands.

The overlapping of D and G bands becomes prominent with the increment of Ni and Co ion

fluences. The DFT calculations confirm that 237, 346, 409, 444, 499 cm−1 peaks arise in

the implanted samples due to Mg, O vacancy, and Mg substitution by Ni and Co atoms in
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the matrix. The phonon band and DOS also yield information about the active mode and the

contribution of individual atoms in producing these vibrational peaks. The stretching and

bending vibration between Mg, O, and Ni atoms, the identification of functional groups,

and the bond criterion are scrutinized by analyzing the FTIR spectra.
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Chapter 4

Resistive switching effect in ITO/MgO/Ag
devices
4.1 Introduction

Advancements in computing performance are essential for the evolution of the next-generation

data-driven economy. The data center serves as a repository for vast amounts of data, while

personal electronic devices rely on efficient local storage. Therefore, the enhancement of

speed and performance in memory devices is crucial to meet the growing demand in today’s

rapidly advancing information technology landscape. Due to various limitations, such as

architecture, switching speed, and density of silicon-based flash memory, researchers and

industries have shifted their focus away from such devices. Various alternative systems, in-

cluding ferroelectric random access memory (RAM) [1], magnetoresistance RAM [2], and

RRAM [3, 4], have been proposed to address these limitations and challenges. Among these

alternatives, RRAMhas garnered significant attention due to its simple fabrication structure,

highly scalable cross-point design, fast operation, high-density integration, and the poten-

tial for multilevel stacking of structures [5–7]. The operation of the RRAM device is based

on abrupt resistance changes, such as those observed in transition metal oxides (TMO),

particularly in MgO, transitioning from a high-resistance state (HRS) to a low-resistance

state (LRS) and from LRS to HRS. MgO, with its wide bandgap (7.42 eV) [8, 9] and high

dielectric constant (9.90) [10], is a promising TMO candidate for use as an insulator layer in

memory devices. The wider bandgap of the MgO film is advantageous for achieving suffi-

cient band offset and reducing leakage current in the device. The conduction mechanism in
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dielectric-based RRAM is complex, and various models have been proposed to understand

the current-voltage behavior [11–14]. Previous studies have demonstrated high retention

in annealed MgO-based RRAM devices [15]. Their research explored the impact of an-

nealing on resistance variation, retention, and conduction mechanisms in Ru/MgO/Ta and

Ru/MgO/Cu devices. Since RRAMbehavior depends on the oxide layer, type of electrodes,

and growth mechanism of the active layer, this chapter explores the RRAM properties with

the annealing effect in ITO/MgO/Ag devices.

This chapter presents bipolar resistive switching in an ITO/MgO/Ag device, where the

oxide layer grown through the RF sputtering technique is sandwiched between the bottom

ITO and the top Ag electrode. Both pristine and annealed samples exhibit lower LRS fluc-

tuation than in the HRS state. The annealed sample demonstrates an improvement in the

memory window and better endurance over cycles compared to pristine sample. Addition-

ally, the current voltage characteristic is elucidated with the help of the vacancy filamentary

model.

4.2 Experimental details

The cleaned ITO substrate was mounted to the RF sputtering system perpendicular to the

MgO target (2-inch diameter, 99.99% purity) to deposit the thin films. The substrate-to-

target distance was kept fixed at 12 cm during the deposition time. Sputtering parameters,

including RF power, reflectance, Ar gas flow rate, base pressure, and deposition pressure,

were set at 110 W, 0 W, 15 sccm, 5.27 ×10−6 mbar, and 7 ×10−3 mbar, respectively. Fol-

lowing deposition, one of the as-grown samples (pristine) underwent annealing at 350◦C

(annealed sample) using a PECVD system at a vacuum of 6.75×10−2 mbar. Phase identifi-

cation of both pristine and annealed MgO samples was carried out using a Rigaku Smartlab

X-Ray diffractometer with a Cu Kα source (λ = 1.5418 Å). The top and bottom electrodes
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were composed of Ag and conductive ITO, respectively. For electrical characterization,

a two-terminal Keithley 2450 source meter was employed to apply voltage pulses, and the

current was measured in an ITO/MgO/Ag memory cell with a voltage sweep step of 40 mV.

We repeat the I-V measurement up to the 100th cycle to understand the resistive switching

and endurance of the device.

4.3 Structural and Morphological Studies

Figure 4.1: The XRD spectra of (a) pristine and (b) 350◦C annealed MgO sample.

Figure 4.1 shows the XRD spectra of pristine and 350◦C annealed MgO sample. Both

the samples exhibit a peak around 42.86◦. This indicates the growth of the cubic structure

of MgO thin films, confirmed by the JCPDS number 790612. The space group and lattice
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parameter are identified as Fm3̄m and 4.21 Å, respectively. The other peak corresponds to

the ITO substrate upon which the samples are deposited.

Figure 4.2: The surface morphology of (a) pristine and (b) 350◦C annealed MgO sample.
The inset shows the magnified morphology of the MgO film in the respective graph.

The surface morphology of pristine and 350◦C annealed MgO thin films is checked by

FESEM images, as depicted in Fig. 4.2(a) and Fig. 4.2(b), respectively. The MgO cluster

forms in both samples. Pristine shows a relatively bigger cluster than the annealed samples.

The density of the cluster increases in the annealed samples compared to pristine sample.

So, the change in the morphology of MgO thin film after annealing can show different

switching behavior than pristine, which is to be investigated.

The surface morphology of pristine and annealed samples is further investigated using

AFM images, illustrated in Fig. 4.3(a) and 4.3(b), respectively. The images were taken us-

ing the tapping mode over a large-scale area scan of 10 µm× 10 µm. The figure shows that

the film is continuous between the clusters all over the surface. The increase in the density

of the cluster can be a factor that plays a role in changing the current in the ITO/MgO/Ag

device.
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Figure 4.3: The AFM images of (a) pristine and (b) 350◦C annealed MgO sample.

Figure 4.4: The UV-Visible spectra of (a) pristine and (b) 350◦C annealed MgO sample.
The inset shows the baseline corrected V center of pristine for clear vision.

4.4 Optical Studies

Figure 4.4 shows the UV-visible absorption spectra of pristine and 350◦C annealed MgO

samples. The two broad absorption peaks at 322 and 550 nm are identified as oxygen and

92



4 Resistive switching effect in ITO/MgO/Ag devices

Mg vacancy center (V center) [8, 9]. The inset shows the V center of pristine after baseline

correction. The UV-Vis absorption is improved in the annealed sample. These defects arise

in the films during crystal growth. The presence of these defects in the oxide layer can

modulate the switching characteristics.

4.5 Resistive Switching Studies

Figure 4.5: (a) The schematic of the wire connection of the ITO/MgO/Ag memristor. (b)
The comparison of the I-V curve of 1st cycle for pristine and 350◦C annealed sample. The
current-voltage curve of the 1st, 25th, 50th, 75th, and 100th cycles of (c) pristine, and (d)
350◦C annealed sample.

The schematic of the wire connection of the ITO/MgO/Ag device is presented in Fig.

4.5(a). The top electrode was stressed by bias voltage, and the bottom electrode was kept
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grounded. The I-V variation for 1st cycle of pristine and annealed samples is shown in

Fig. 4.5(b). The voltage was swept from -2 V → 0 V → 2 V and 2 V → 0 V → -2 V.

The arrows show the current direction of the device. The device exhibits digital bipolar

switching behavior. Pristine shows the clockwise switching, whereas the annealed sample

exhibits the anticlockwise switching. Wemeasured the I-V sweeping for bare ITO substrate

in the same voltage region, and no switching was observed. This confirms that the resistive

switching occurs from the oxide layer. In annealed samples, under positive voltage sweep,

the abrupt increase in current from the OFF state to the ON state where the device switches

fromHRS to LRS is defined as a SET process, observed in Fig. 4.5(b). The device moves to

the initial HRS from LRS in the RESET process. The reverse scenario for SET and RESET

transition is observed in pristine. The reason may depend on the crystal quality and growth

condition. The current reduces from mA to µA order in the annealed sample. The current

flow through the top and bottom electrode interface is associated with various conduction

mechanisms, and the process is complicated. The possible reason for the decreasing current

in the annealed sample is discussed in the current conduction mechanism section. Figures

4.5(c) and 4.5(d) show the typical I-V curves of the 1st, 25th, 50th, 75th, and 100th cycles

for pristine and annealed samples, respectively. The memory window is well maintained

with digital switching even at the 100th cycle in annealed samples. But, at this cycle, the

switching window becomes negligible in pristine (the SET-RESET point is not clear). This

indicates the good reproduction of the memory window in the annealed sample. Again, the

switching at SET voltage after the forming process is not also reproducible. This signifies

that the structural changes that occurred during the forming process after applying the bias

can not be fully reversed. The signature of the SET and RESET process becomes weak in

pristine sample with increasing the number of cycles. However, the signature was sustained

in the annealed sample even at the 100th cycle, as seen in Fig. 4.5(d). The consistency of

the digital switching in µA current range up to 100 cycles in the annealed sample signifies
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that the annealing improved the device functionality as compared to pristine sample.

Figure 4.6: (a) The linear fitting of the double logarithmic plot of the 1st cycle of the I-V
curve of pristine sample. The I-V curve at a higher field deviates from linear behavior. (b)
Ln( J

T2 ) ∝ V
1
2 , (c) I ∝ V2, (d) Ln( J

V ) ∝ V
1
2 , (e) Ln( J

V2 ) ∝ V−1 and (f) Ln(J) ∝ V plot along
with linear fitting for 1st cycle of pristine.

Now, several mechanisms have been proposed to understand the conduction mechanism
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through the insulator/metal interface. The popular conduction mechanisms [16, 17] such

as, Ohmic conduction (I ∝ V), Schottky conduction (ln( J
T2 ) ∝

√
V), Space Charge Limited

Current (SCLC) (I ∝ V2), Poole Frenkel (P-F) conduction (ln( J
V ) ∝

√
V), Fowler Nord-

heim (F-N) tunneling (ln( J
V2 ) ∝ V−1), and hopping conduction (ln(J) ∝ V) are shown in

Fig. 4.6(a-f), respectively. The good linear relation between current and voltage (slope =

1.05) at the lower voltage region (0 V to 0.55 V) indicates that ohmic conduction dominates

in this voltage sweep region. The Ohmic conduction follows as [18]:

I = qAµNcEexp

[
−(Ec − E f )

kT

]
(4.1)

Where A = conduction area, µ = electron mobility, Nc = effective density of states in

the conduction band, E = V
d = applied electric field, d = film thickness, Ec = Energy level

at the bottom of the conduction band, E f = Fermi energy level, k = Boltzman constant,

T = Absolute temperature. The Ohmic conduction arises at this lower voltage region due

to the generation of a small number of mobile charge carriers in the conduction band by

thermal excitation. The deviation from linear behavior at higher voltage sweeping region

(0.55 V to 2 V) confirms that the other mechanism dominates over the ohmic behavior. The

switching from HRS to LRS occurs in the high-voltage sweeping region that can fall in

the hopping conduction region. Good linear fitting, as shown in Fig. 4.6(f), signifies that

hopping conduction can occur. The hopping conduction is a bulk-dominated mechanism.

In this mechanism, the trapped electron tunnels from one trap state to other trap states in

thin dielectric films. On the other hand, the electrode-dominated Schottky relation shows a

better linear fitting in the high-voltage region compared to SCLC, P-F, and F-Nmechanism,

as seen in Fig. 4.6(b). Besides, in the present study, a low electric field (8 × 106 Vm−1)

was stressed, which is lower than the limiting value to start the F-N conduction over the

whole bias sweeping region. This rules out the F-N conduction mechanism. Hence, the

Schottky emission (SE) plays a role in resistive switching at the MgO/Ag interface when

96



4 Resistive switching effect in ITO/MgO/Ag devices

the thermally activated electrons jump to the conduction band (CB) after gaining sufficient

energy. The following relation governs the current conduction in SE:

I = AD∗T2exp

[
−qϕB +

q
kT

√
qE

4πϵi

]
(4.2)

Where, D∗ = Effective Richardson constant (4πqm∗
nk2

0
h3 ), q = electric charge, ϕB = Schot-

tky barrier, ϵi Dielectric constant of MgO. The Schottky barrier in pristine is 0.35 eV. The

ϕB value increases to 0.51 eV in the annealed sample. The increase of the barrier height and

the modification of surface morphology after annealing, as observed in the AFM images,

may be incorporated into the decrease in the current in annealed samples. Day et al. [19]

reported that the majority of charge carriers in MgO are positive, which are considered as

holes. The Schottky junction formed at the ITO/MgO interface, observed by Jambois et

al. [3]. So, in our case, the symmetric behavior of the resistive switching curve for both

polarities suggests that the active bulk layer is mainly contributing to the current limitation

and not by the electrode. Also, the forming step strongly depends on the thickness of the

oxide layer. Hence, the above discussion suggests that the sudden increase in current at the

SET voltage occurs due to the formation of conductive filaments in dielectric MgO.

The cycle-dependent percentage of resistive switching (RS) ratio at the positive and

negative voltage for pristine and annealed samples are shown in Fig. 4.7(a) and 4.7(b),

respectively. The figure shows that the RS ratio decreases for pristine at both positive and

negative bias. However, the RS abruptly increases at cycle number 25th, decreases at the

50th cycle, and then continuously increases in the annealed sample for both positive and

negative polarity. The nonlinear behavior of RS suggests that the rapid variation in RS ratio

is incorporated with the bulk effect of MgO. This can also be associated with vacancies in

the vicinity of the interface during conduction in the filamentary model [20]. So, these

results suggest that the bulk-dominated RS happens due to the formation and rupture of
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Figure 4.7: The comparison of percentage change of RHRS
RLRS

with increasing cycle number at
SET and RESETpoint for pristine and 350◦C annealed sample at applied (a) positive and
(b) negative bias.

vacancy filament in MgO.

Figure 4.8: The endurance performance of the memristor associated with (a) pristine and
(b) 350◦C annealed sample.

The endurance properties of the RRAM device for pristine and annealed samples are

tested up to 100 cycles, as shown in Figures 4.8(a) and 4.8(b), respectively. The HRS and

LRS were measured at 1.15 and 0.50 V for pristine and annealed samples, respectively.

The difference between HRS and LRS up to the 25th cycle is higher in the annealed sample

compared to pristine (marked as a yellow region in Fig. 4.8). After that, this difference
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is reduced for both samples. Pristine sustains the difference up to the 65th cycle (marked

as green region) and nearly vanishes after the 70th cycle (blue region in Fig. 4.8(a)). In

contrast, the annealed sample clearly holds the difference between the HRS, and LRS states

up to the 100th cycle (a green region in Fig. 4.8(b)). Hence, an ON-OFF ratio is maintained

in the annealed sample at the higher cycle, whereas the ratio is nearly one in pristine. This

suggests that the endurability degrades more quickly in pristine with cycle, but it sustains

in the annealed samples at the 100th cycle.

Figure 4.9: The schematic drawn of the filamentary model at (a) zero bias, (b) SET (com-
plete filament formation), and (c) RESET (rupture of the filament) condition of the MgO-
based RRAM device.

A higher fluctuation of HRS than the LRS is observed in both devices. This means that

LRS is more stable than the HRS. In this case, more than 100 switching cycles are required

to construct a stable switching state due to the high fluctuation in OFF states. The non-

reproducibility of the structural changes after the forming process, the non-linearity in the

RS ratio, and the sudden increase or decrease of the resistance state indicate that the rupture

and formation of the vacancy filament in the bulk oxide control the resistive switching

characteristics in the device. The filamentary model at zero bias, SET, and RESET process
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are shown in Fig. 4.9(a-c), respectively. The conduction mechanism in HRS and LRS

states implies that the current in the ON state is due to the local phenomenon in the bulk

rather than uniform distribution. On the other hand, the hopping conduction mechanism

gives the idea that traps in bulk can also assist in current flow in the formed conductive

filaments. The sudden increase in current at SET voltage is due to the complete formation

of filaments. In zero-bias conditions, no filament formation takes place rather, we assume

that the vacancy centers (as seen in UV-Vis spectra) are randomly distributed in the films.

In the annealed sample, when sufficient positive bias is applied on the top electrode, the

oxygen vacancies and ions are formed. At the same time, the oxygen ions will attracted to

the top electrode due to a higher drift velocity than vacancies. Hence, the accumulation of

the vacancies starts to build a filamentary path inside the oxide layer. On the other hand,

the formation energies of oxygen vacancies are less than the Mg vacancies [21]. So, it

is energetically favorable to produce the oxygen vacancy enormously under bias voltage.

Wang et al. [22] showed that the conductive path mainly consists of oxygen vacancy. The

filament formation is completed between the top and bottom electrodes when the oxygen

vacancy density is sufficiently high, and the applied voltage reaches the SET voltage, as

shown in Fig. 4.9(b). At this SET condition, the current suddenly jumps. On the other

hand, when the reverse electric field is applied on the top electrode, the oxygen ions are

repelled out from the top electrode and migrate back towards the bottom electrode. During

migration, the ions recombine with the vacancies, and the conductive filament is ruptured

when the bias reaches the RESET voltage. Hence, at this RESET voltage, the resistance

increases, and the current abruptly drops down. Pristine follows the opposite mechanism.

The rupture of the filament depends on the magnitude of the applied field and the filament

temperature that arises due to Joule heating. The low current flow in the annealed sample

suggests the lower Joule heating during conduction to improve the device functionality.

Hence, the current conduction in the ITO/MgO/Ag device occurs due to the formation and
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rupture of the vacancy filament at the SET and RESET points. The above investigation

suggests a better memory window for annealed samples till the 100th cycle, while this

property degrades significantly in pristine at this cycle. The increase in the barrier height

with annealing reduces the current, which suggests a lower Joule heating effect in the device

for better switching applications.

4.6 Summary

In conclusion, we investigated the effect of annealing in improving the MgO-based digi-

tal bipolar resistive switching device where the oxide layer was sandwiched between the

bottom ITO and top Ag electrode. We successfully demonstrated that the Schottky bar-

rier developed at the ITO/MgO and MgO/Ag interface. The clockwise and anti-clockwise

switching is observed in pristine and annealed samples, respectively. The increase in bar-

rier height decreases the current conduction in the annealed sample for better device ap-

plications. The better reproducible memory window till the 100th cycle is sustained in the

annealed sample, where this property reduces significantly in pristine. The OFF-ON ratio

during the endurance test was observed in the annealed sample up to the 100th cycle. This

ratio becomes nearly one in pristine at the higher cycles. The LRS shows more stability

than the HRS in both samples. The current conduction in the device is proposed by a bulk-

dominated vacancy filamentary model for the switching at the SET and RESET voltage.

The probability of hopping conduction suggests the tunneling of the trapped electron from

one trap site to another trap site. The sustainable endurance for higher cycles and stable re-

sistive switching between HRS and LRS of the annealed sample can be suitable for storing

data for long periods of time without losing information.
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Chapter 5

Third order non-linear optical properties
of NiO thin films
5.1 Introduction

The transparent conductive oxide (TCO) thin films, which have a meticulous combination

of optical transparency and optical conductivity, attracted researchers due to low-cost op-

toelectronic devices [1]. Transparent semiconducting material has extensive application

on architectural windows, solar cells, heat reflectors, light transparent electrodes, thin-film

photovoltaics, etc. Among various TCO materials, NiO is one of the promising candidates

for making optoelectronic devices due to (i) p-type semiconductor with transparent con-

ductivity [2] and (ii) the modulation of conductivity by phase deviation from stoichiometry

and/or adding a doping element in the material [3, 4]. Due to clear switching events, good

reversibility, 3D staking compatibility, and simple constitution, NiO can be used as a re-

sistive random access memory device [5]. NiO also exhibits various excellent properties,

such as catalytic [6], magnetic [7], electrochromic [8], optical and electrochemical char-

acteristics [9], transparent p-type semiconducting layer for applications in smart windows

[10], electrochemical supercapacitors [11] and dye-sensitized photocathode [12]. Control-

ling the intensity of laser light and lowering the optical losses are major challenges in optical

technology. High and low power illumination on NiO thin films can provide various kinds

of nonlinear applications. Intense lasers with optical nonlinearity can be useful for optical

bistability-based memory elements, switches, and saturable absorbers applications. Posi-

tive and negative nonlinear absorption coefficient-associated materials have huge potential
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in optical limiting and saturable absorber device applications. Optical limiting material

is transparent for low-input intensities and relatively opaque for high-level inputs. Optical

limiters can provide safety to optical detectors, sensors, and human eyes. On the other hand,

the saturable absorber is applied in passive mode-locking or Q-switching applications [13].

To achieve this, materials with absorption optical nonlinear behavior are required. Mag-

netically tuned absorptive nonlinear properties in NiO thin films and the consequence of

sign reversal optical nonlinearity due to annealing in ion beam sputtered NiO are observed

[13, 14]. The third-order nonlinearity (TONL) in Tin-doped NiO films is extensively inves-

tigated [15]. The TONL in spin-coated N doping NiO films is observed using the Z-scan

technique [16]. So, the investigation of the threshold temperature in third-order optical

nonlinearity of sputtered-grown NiO films for optical limiting applications needs to be ex-

plored.

In the present chapter, we demonstrated the variation in nonlinear properties of as-

grown and 300-500◦C annealed NiO thin films using the Z-scan technique. We successfully

showed that SPR has no contribution to change in nonlinearity. On the other hand, we ex-

plained the SA and RSA on the basis of Ni d-d and Ni-d to O-p transition in the TPA process

and correlated to the shifting of Ni-dx2−y2 and Ni-dz2 orbitals in CB (also responsible for

increasing bandgap) using DFT calculations.

5.2 Experimental details

The RF sputtering technique was utilized to grow the 150 nm thick NiO thin films on the

cleaned glass substrate (the cleaning process is described in Chapter 2) at room temperature.

The 2-inch diameter of NiO target of purity 99.99% was used in the sputtering system to

deposit the films. The substrates were kept at a distance of 7.5 cm from the target. The base

pressure, working pressure, RF power, and reflectance were 6.57 ×10−6 mbar, 5 ×10−3
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mbar, 80 W, and 0 W, respectively. We deposited NiO on the substrate for 30 min. The

sputtering gas was high-purity Ar gas (99.99%) to react with the target at a flow rate of

15 sccm. Then, we anneal the sputtered grown NiO thin films at the temperature of 300,

350, 400, 450, and 500 ◦C (annealed samples) in a vacuum of pressure 2.13 ×10−2 mbar

using the PECVD system. The surface morphology of as-grown and annealed samples was

examined using the FESEM system. The crystal structure and phases of the thin films were

investigated by analyzing the X-ray diffraction (XRD) spectra using the Rigaku Smartlab

X-Ray diffractometer with Cu Kα source (λ = 1.5418 Å). The optical absorbance spectra

for the as-grown and annealed samples were taken using the UV-Vis-NIR spectrometer. The

spectra were taken at room temperature in transmissionmode in the 300-800 nmwavelength

range. The PL spectra were carried out at room temperature by He-Cd laser excited at 325

nm in the wavelength range of 330-700 nm. The steady-state spectra were collected through

the same objective lens. The CL measurements were carried out at room temperature using

the Monarc-P (GATAN) high-resolution CL detector integrated with the FESEM system.

The scanning over the 1 × 1 µm area of NiO thin film was done with an accelerating

voltage of 15 KV during CL measurements. The third-order non-linear optical properties

of the thin films were investigated using the single-beam Z-scan technique. The schematic

of the standard Z-scan experimental setup utilized for the measurement is shown in Fig.

2.17 in Chapter 2. In our case, the laser pulses were delivered from the fs-pulsed laser. To

avoid the sample heating, we used the femtosecond laser at a repetition rate of 100 KHz

with a pulse duration of 370 fs. The laser beam is brought to focus on the sample by a

converging lens, which has a spot radius of w0 = 32 µm with a power of 5 mW. The spectra

were taken in two modes: open aperture (OA) and closed aperture (CA). In OA conditions,

the photodetector directly collected the total transmitted power. The partial transmittance

from the films was detected in CA conditions. The non-linear absorption coefficient and

refractive index were calculated in OA and CA conditions, respectively. The sample was
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translated across the focal point of the converging lens along the z-axis during the beam

exposure by a motorized translation stage.

5.3 Computational Details

Figure 5.1: The NiO crystal structure of pristine, used in DFT calculation.

The DFT calculation of bandstructure and DOS of NiO is carried out with the VASP

code [17] using the PAW potentials [18] and the semi-local PBE exchange-correlation func-

tional [19]. In our case, we implemented the GGA along with onsite Coulomb repulsion

corrections (Hubbard U correction) in Ni-d orbitals for all the calculations [20]. NiO is a

rocksalt cubic structure with a space group of Fm3̄m. A 64-atom supercell for the antiferro-

magnetic arrangement of NiO along the (111) plane was taken for the calculation, as shown

in Fig. 5.1. The experimentally found lattice parameter was utilized for calculating band

structure and DOS for pristine and annealed samples. The atomic configuration of NiO was

optimized under a conjugate gradient scheme, and the only atomic position relaxation with-

out changing cell shape and cell volume was completed when the force for each atom was

less than 1×10−4 eV/Å. The relaxed structure was employed for the self-consistent calcu-

lation to attain the convergence result using the plane-wave basis set with a cutoff energy of
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500 eV and a Monkhorst k-point mesh of 7 × 7 × 7. The convergence was accomplished

when the total energy approached the threshold of 1×10−7 eV. The tetrahedron method

with Blochl corrections was applied for DOS calculations [21].

5.4 Surface Morphology and Structural Analysis

5.4.1 SEM study

Figure 5.2: The surface morphology of (a) pristine and annealed samples at (b) 300, (c)
350, (d) 400, (e) 450 (f) 500◦C. The inset of (a) shows the thickness of pristine sample.

The surface morphology of as-grown (pristine) NiO and the samples annealed at tem-

peratures of 300, 350, 400, 450, and 500◦C is shown in Fig. 5.2(a-f), respectively. The film

thickness of pristine sample is found to be 150 nm, shown in the inset of Fig. 5.2(a). It has

been observed that the surface of the samples is uniform, and small black spots appear in

the annealed sample, which is not present in pristine. This black spot can originate as the

nucleation center during annealing.

5.4.2 XRD Analysis

The XRD pattern of pristine and thermally annealed samples at a temperature of 300, 350,

400, 450, and 500◦C are shown in Fig. 5.3(a). There is a peak shift in the annealed sam-

ples compared to pristine. The peaks observed for 500◦C annealed sample at 37.24, 43.28,

108



5 Third order non-linear optical properties of NiO thin films

62.84, 75.38, 79.46◦ matches well with the JCPDS number 780429. These peaks corre-

spond to the 111, 200, 220, 311, and 222 planes with the FCC structures having a space

group of Fm3̄m. The corresponding peak position along these planes for pristine is iden-

tified at 36.41, 42.37, 61.50, 73.82, 77.71◦. The shifting of the XRD peak position with

the increase of annealing temperature happens due to the release of stress and strain in the

system. Fig. 5.3(b) shows the variation of crystallite size and microstrain with annealing

temperature. The temperature for pristine sample is considered as the room temperature

(25◦C) throughout the chapter. The crystallite size is calculated utilizing the Scherrer equa-

tion [22] by fitting the XRD peak using the Gaussian function.

Figure 5.3: (a) The XRD patterns of pristine and annealed NiO thin film at 300, 350, 400,
450, and 500◦C, (b) The variation of crystallite size and microstrain with annealing tem-
perature, (c) The decrement of lattice constant with annealing temperature.
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D =
Kλ

βcosθ
(5.1)

Where, K = Scherrer constant (0.9), λ = Cu Kα radiation wavelength (0.154 Å), β =

FWHM of the diffracted peak in radians, θ = Bragg’s diffraction angle in radians. The

strain (ϵ) is calculated using the following equation:

ϵ =
β

4tanθ
(5.2)

Equation 5.2 indicates that strain depends on the diffraction peak position and FWHM

of the peak. The crystallite size increases with annealing temperature while the strain de-

creases. The increment of crystallite size and decrement of strain affect in shifting the peak

position toward the exactitude position of NiO than pristine. Since the strain decreases with

annealing temperature, it is expected that the vacancy defects will decrease significantly at

the highest annealing temperature [22]. The lattice constants (a) are evaluated using the

following equation:

a = dhkl × (h2 + K2 + l2)
1
2 (5.3)

Where dhkl is the inter-planner distance, and h, k, l are the miller indices of the plane.

dhkl is calculated using Bragg’s equation [23]. The variation of lattice constant with anneal-

ing temperature is presented in Fig. 5.3(c). The lattice constant decreases monotonically

with the increase of annealing temperature. There is a drastic change in lattice constant

from pristine (4.26 Å) to 300◦C annealed sample (4.21 Å), which can also affect the shift-

ing of the XRD peak position. The lattice constant for the 500◦C annealed sample is 4.17 Å,

matching exactly with the JCPDS file. The strain, shifting of peak position, and lattice pa-

rameters are improved greatly by increasing the annealing temperature of the grown films,

which concur with the standard JCPDS. So, the amelioration of these parameters can affect
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the optical and nonlinear properties of NiO thin films.

5.5 Optical Studies

5.5.1 UV-Vis Analysis

Figure 5.4: (a) The UV-Vis absorbance spectra for pristine and annealed samples, the vari-
ation of (b) Urbach energy, and (c) indirect bandgap of NiO with annealing temperature.
Inset of (C) shows the typical Tauc plot of as-grown sample.

The UV-Vis absorption spectra are investigated in the wavelength range of 300 - 800

nm, shown in Fig. 5.4(a). The spectra show that the absorption edge for the bandgap of NiO

is in the UV region. Another broad absorption peak is observed at 447 nm. The change in

the Urbach energy with annealing temperature is shown in Fig. 5.4(b). The Urbach energy
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is characterized using the following equation [24]:

ln(α) =
hν

Eu
+ ln(α0) (5.4)

Where, α is the absorption coefficient, hν is the incident photon energy, Eu is Urbach

energy, α0 is a constant. The reciprocal of the slope of the linear fitting of ln(α) vs energy

will give the Urbach energy. The Urbach energy decreases with the increment of annealing

temperature. The reduction of Urbach energy signifies that the lattice defects and disorders

decrease with annealing temperature. The Eu value changes drastically from pristine to

300◦C annealed sample. This means that pristine contains a lot of defects and disordered

states. The lower value of Eu proposed the narrowing band tails and localized states within

the conduction and valance band, predicting the increment of the bandgap. Furthermore, the

lower value of Urbach energy signifies the lower amount of dislocation density within the

system and vice versa. The decreasing of dislocation density can also be noticed from the

increasing trend of crystallite size, calculated from XRD spectra. The variation of bandgap

with annealing temperature is presented in Fig. 5.4(c). The bandgap increases with the

increment of annealing temperature, as predicted. The bandgap is calculated using the Tauc

equation (equation 3.4) [25]. The typical Tauc plotting for pristine is shown in the inset of

Fig. 5.4(c). The indirect bandgap of pristine NiO is evaluated to 2.82 eV, which is increased

to 3.24 eV for 500◦C annealed sample. The decrease of defect, disorder, and dislocation

density with the increment of annealing may be responsible for the increment of bandgap.

The increase of crystallite size and reduction of lattice constant toward the standard value

of NiO also play a crucial role in the increment of the bandgap of NiO.

5.5.2 PL Analysis

PL emission is very sensitive and depends on film quality and the presence of defects in

the system. The PL spectra for pristine and thermally annealed samples are shown in Fig.
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5.5(a). The typical deconvoluted spectra for pristine can be observed from Fig. 5.5(b). The

spectra are deconvoluted into three peaks at 413, 524, and 572 nm.

Figure 5.5: (a) The PL spectra of pristine and annealed samples, (b) The typical deconvo-
luted spectra of pristine, The integrated intensity variation with annealing temperature for
(c) 572 nm, (d) 524 nm and (e) 413 nm, respectively.

The band emission peak at 413 nm (3.00 eV) can be attributed to defect-related deep-

level emission due to oxygen vacancy [26]. The insignificant shifting of this emission peak

is observed, and the disorder and defects reduce gradually with annealing associated with

this peak, as seen in Fig. 5.5(e). The visible emission at 524 nm can correspond to the inter-

band transition surface states due to oxygen vacancy, Ni interstitial defects, and incomplete

bond formation [27]. The 572 nm peak also originated due to the presence of oxygen va-

cancies in NiO thin films [28]. The variation of the integrated intensity for the emission

of 572, 524, and 413 nm are shown in Fig. 5.5(c-e), respectively. The integrated intensity

decreases with annealing temperature for visible and blue emissions, signifying that the
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defect states reduce with annealing temperature. This also concurs with the variation of Ur-

bach energy evaluated from UV-Vis spectra. The drastic change in the integrated intensity

from pristine to annealed samples occurred due to the rapid change in lattice parameters

and Urbach energy.

5.5.3 CL Analysis

Figure 5.6: (a) The CL spectra of pristine and annealed samples, (b) The typical decon-
voluted spectra of pristine, (c) The shifting of the 403 nm peak position with annealing
temperature.

Fewer studies on CL signals have been done to analyze the defect-related properties of

annealed NiO samples. Luminescence in NiO is correlated to different defects and impu-

rities present between CB and VB. The CL spectra of pristine and annealed samples are
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shown in Fig. 5.6(a). Two peaks are observed in the spectra, as seen in Fig. 5.6(a). The

CL spectra are deconvoluted into three peaks at 403, 485, and 744 nm. The typical decon-

voluted spectra for pristine are shown in Fig. 5.6(b). We have observed in Fig. 5.6(a) that

there is a blue shift of the 403 nm peak position with annealing temperature with respect to

pristine sample. The variation of this peak position with annealing temperature is shown in

Fig. 5.6(c). The CL emission at 403 nm (3.07 eV) is attributed to the near-band emission

due to the transition of electrons from CB to VB. The energy gap doesn’t match exactly

with the gap found from UV-Vis spectra. The peak position shifted to 385 nm (3.22 eV) for

500◦C annealed samples. This value is quite close to the energy gap for this sample. The

blue shift of this peak position agrees well with the increasing trend of the energy gap found

from UV-Vis spectra. The visible emission at the 485 nm (2.55 eV) peak is attributed to

the lattice defects in the matrix. Local noncubic distortion, which breaks the crystal sym-

metry, and the change in the native and surface-induced defects in NiO can be responsible

for changes in emission intensity [29]. Again, Ni vacancies, which act as shallow acceptors

in NiO, can vary with annealing temperature [30]. The crystal field d-d transition, Ni va-

cancies, and Ni2+ defect states can also be attributed to the visible emission peak at 485nm

of NiO sample [31–33]. The small near-IR emission peak at 744 nm (1.66 eV) is associ-

ated with oxygen vacancies that can be formed during vacuum annealing due to the lack of

oxygen supply [28].

5.5.4 Theoretical Analysis

The DFT calculation of band structure for pristine and 300, 350, 400, 450, and 500◦C

annealed samples are shown in Fig. 5.7(a-f), respectively. The spin-polarised magnetic

calculation for the stable antiferromagnetic arrangement of NiO (along (111) plane) by tak-

ing the experimentally found lattice parameter value was accomplished for all the samples.

The band structure in Fig. 5.7 shows that the up and down spin overlap with each other,
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Figure 5.7: The electronic band structure calculation for (a) pristine, (b) 300, (c) 350, (d)
400, (e) 450, and (f) 500◦C annealed samples. The black dashed line along zero indicates
the Fermi level.

which leads to the total moment zero, as expected for the antiferromagnet NiO system. The

calculated bandgap is found to be 2.83 eV for pristine by taking the Hubbered U value to 4.7

eV, which closely matches our experimental results (2.82 eV). As seen in Fig. 5.7(a) and

Table 5.1. that the transition did not occur at the same gamma point. Rather, we found that

the transition of electron happens from Γ (CB minimum) to L (VB maximum) for pristine.
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The transition of electrons along different high symmetry points for other samples is listed

in Table 5.1. This justifies the taking of n = 1/2 in the Tauc plot to find the indirect bandgap

of NiO. It is noticed that the transition point differs after the 300◦C annealed samples. The

reason for this is that there is a shifting in the CB band along Γ points in annealed samples

than pristine sample, as highlighted by the red square. The magnified view of CB around

the Γ point for pristine and 500◦C annealed samples is shown in the inset for clear vision.

The upward shifting of the CB band may happen due to the decrease in the lattice parame-

ter in the system. The theoretically calculated bandgap values with their corresponding U

value are listed in Table 5.1. It is observed that the calculated bandgap increases with the

increase of the U value and matches with the experimental value quite well. For further

verification, we fixed the U value (taking pristine one, U = 4.7 eV) and took the varying

experimental lattice parameter: we observed that the bandgap is also increasing (calculated

values are listed in Table 5.1). From this, we can conclude that the gradually decreasing

lattice parameter and increasing of the onsite Coulomb repulsion correction of Ni-d orbitals

influence in increasing the bandgap in annealed samples.

To further understand the band structure, we calculated total, partial, and orbital DOS

for pristine and 500◦C annealed samples, shown in Fig. 5.8. The total and partial DOS for

pristine and 500◦C annealed samples in Fig. 5.8(a,d) shows that the CB is mainly formed

by Ni-d orbital and VB by O-p and Ni-d orbitals. It is seen clearly from Fig. 5.8(a,d) that

the O-p orbital has no contribution near the minimum of CB but rather Ni-d orbital has.

So, the shifting in the CB minimum in the band structure is mainly occurring due to the

Ni-d orbitals. The decomposed Ni-d and O-p orbital for these samples (Fig 5.8(b,e) and

5.8(c,f), respectively) clearly identified that the shifting of CB minimum is happening due

to the shifting of Ni-dx2−y2 and Ni-dz2 orbitals with increasing U values which is causing

the enhancement of the bandgap in the annealed samples.
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Table 5.1: TheDFT calculated bandgap values (with experimental lattice constant value) for
different U values, matching with experimental values. The variation of calculated bandgap
values for fixed U value.

Samples (◦C) IB (eV)
(Exp.)

IB (eV)
(Th.)

U value
(eV)

IB (eV)
(Th.), U
= 4.7 eV

Lattice
Con-
stant
(Å)

25 2.82 2.83, CB
min = Γ,
VB max =
L

4.7 2.83,
CB min
= Γ, VB
max = L

4.26

300 3.10 3.10, CB
min = Γ,
VB max =
L

5.0 2.99,
CB min
= Γ, VB
max = L

4.21

350 3.15 3.15, CB
min =
Γ-X, VB
max = L

5.08 3.00,
CB min
= Γ-X,
VB max
= L

4.20

400 3.19 3.19, CB
min =
Γ-X, VB
max = L

5.15 3.01,
CB min
= Γ-X,
VB max
= L

4.19

450 3.21 3.21, CB
min =
Γ-X, VB
max = L

5.18 3.02,
CB min
= Γ-X,
VB max
= L

4.18

500 3.24 3.24, CB
min =
Γ-X, VB
max = L

5.23 3.03,
CB min
= Γ-X,
VB max
= L

4.17

5.5.5 Non-linear Optical Properties

The normalized transmittance in OA and CA conditions as a function of distance in Z-scan

measurements for pristine and annealed samples are shown in Fig. 5.9 and 5.10, respec-

tively. The OA and CA normalized transmittance measurements are governed by [34],
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Figure 5.8: The total and partial (a and d), the Ni-d (b and e), and O-p (c and f) orbital
decomposed DOS for pristine and 500◦C annealed samples. The black dashed line along
zero denotes the Fermi level.

T(z,S = 1) = 1 −
βI0Le f f

23/2(1 + x)2 (5.5)

T(z,∆ϕ0) = 1 − 4∆ϕ0x
(x2 + 9)(x2 + 1)

− 2(x2 + 3)∆ψ0

(x2 + 9)(x2 + 1)
(5.6)

where β = nonlinear absorption coefficient, I0 = peak intensity at the focal point (z

= 0), x = Z/Z0, and Le f f = 1−e−αL

α , effective length of the sample, where α = absorption

coefficient, and L = sample thickness. S = 1 for OA configuration measurements. ∆ϕ0 =
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Figure 5.9: Open aperture Z-scan of normalized transmittance of (a) pristine and annealed
samples at (b) 300, (d) 400, (e) 450, and (f) 500◦C, respectively. (c) The schematic of the
TPA process.

Figure 5.10: Closed aperture Z-scan of normalized transmittance of (a) pristine and an-
nealed samples at (b) 300, (c) 350, (d) 400, (e) 450, and (f) 500◦C, respectively.

kn2 I0Le f f and ∆ψ0 = βI0Le f f /2 = phase-change terms due to nonlinear refraction and

nonlinear absorption, respectively, and k = 2π/λ.

The β and n2 values are evaluated by fitting the OA transmittance by equation 5.5 and

CA by 5.6, listed in Table 5.2. The threshold value of annealing for enhancing the nonlinear

120



5 Third order non-linear optical properties of NiO thin films

coefficient is found to the 400◦C annealed sample, and after that, the nonlinearity decreases.

Table 5.2: The evaluated β and n2 values for pristine and annealed samples

Sample β (cm W−1) n2 (cm2 W−1)
Pristine −6.66× 10−6 2.68× 10−10

300 9.23× 10−6 1.99× 10−10

350 9.86× 10−6 1.64× 10−10

400 19.08× 10−6 4.21× 10−10

450 17.08× 10−6 4.11× 10−10

500 0.89× 10−6 0.92× 10−10

The OA curve in Fig. 5.9(a) shows that pristine exhibits the peak at the focal point.

This indicates the signature of SA and is attributed to the negative sign of nonlinearity. The

annealed samples exhibit a dip in the transmittance at the focus, revealing the RSA behavior

with the positive sign of nonlinear absorption. One can notice that there is a rapid change

in the sign reversibility between pristine and annealed samples in the nonlinear curve. The

positive nonlinear absorption can be used for optical limiting applications. So, in this case,

the annealed samples can be applied in optical limiting devices, which can provide safety to

optical detectors, sensors, and even to human eyes, acting as transparent for low-level input

intensity and relatively opaque to high-level inputs. Good optical limiting materials exhibit

potential response in large nonlinearity, broad-band spectral response, fast response time,

low limiting threshold, high linear transmittance, stability, etc. The negative nonlinear ab-

sorption is beneficial for Q switching. The RSA of nonlinear properties in semiconductor

thin films can be assigned to TPA, Three-Photon Absorption (ThPA), Excited State Absorp-

tion (ESA), nonlinear scattering or free carrier absorption, etc. [35]. On the other hand, the

SA absorption can be associated with the bleaching of the electronic ground state origi-

nated due to the effect of efficient plasmon adsorption [36]. The direct TPA is possible

when the energy bandgap of the sample satisfies the following condition: 2hν < Eg < 3hν.
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The indirect TPA can also occur in the sample via intermediate energy level due to vacancy

defect states [37]. In our case, Eg of NiO (2.82 - 3.24 eV) is larger than twice the excitation

energy (2hν = 2.40 eV), which signifies the possibility of occurring the direct TPA. The

room temperature PL shows that oxygen vacancy can form inside the bandgap, suggesting

the probability of indirect TPA also. Deng et al. and Li et al. already reported such indi-

rect TPA due to defect and trap states in semiconducting materials [38, 39]. Since the TPA

condition is satisfied, as shown in Fig. 5.9(c), it also occurs indirectly via the intermediate

levels formed by vacancy. The RSA and SA are further examined by carefully analyzing

the UV-Vis spectra. Fig. 5.4(a) shows that there is a clear broad hump centered at 447 nm

(2.77 eV) appeared in annealed samples. This hump is also present but not prominent in

pristine sample. This peak can be attributed to the partially filled d-band of Ni. The other

possible reason for arising this hump is surface plasmon resonance (SPR) which is predicted

to appear at 2.8 eV due to Ni nanoparticles [40]. In our case, since the crystallite size varies

from 7.48 nm to 12.49 nm (as calculated from XRD spectra) and the presence of SPR peak

(observed in UV-Vis spectra), the contribution of the SPR effect to optical nonlinearity can

not be ruled out. Now, we need to check this plasmon effect to nonlinearity. It is found

that at the resonance frequency (ωp =
√

2ω), the surface plasmon significantly affects the

nonlinear polarization [13]. In the present study, the excitation energy of the laser is 1.20

eV. The energy required to occur the resonance (
√

2h̄ω) is 1.70 eV, which is far lower than

the SPR frequency (2.77eV). This justifies that, in our case, SPR has an almost insignificant

role in optical nonlinearity. So, direct or indirect TPA is responsible for RSA.

In CA, the variation of beam intensity exhibits the pre-focal minima and post-focal

maxima for all the samples. This valley-peak feature is the signature of the self-focusing

effect and, hence, the positive value for the nonlinear refractive index (n2). The real part of

the non-linear susceptibility (χ(3)
R ) is related to the n2 values, as follows [14],
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χ
(3)
R =

1.4cn2
0n2

480π2 × 10−14 (5.7)

Where c = speed of light, n0 = background refractive index. The susceptibility shows a

similar variation with the third-order nonlinear refraction coefficient. Such kind of highly

significant response in the nonlinear coefficient (see Table 5.2) of NiO with annealing tem-

perature can be suitable for various optoelectronic devices such as optical memory elements,

etc. Various mechanisms have been proposed to explain the cause of the optical nonlinear-

ity. Since the NiO samples are irradiated by the fs laser light with an energy of 1.20 eV, the

following reasons may be responsible for the nonlinearity: (1) surface plasmon effect [13],

(2) the effect of thermal lensing [41], and (3) the spin split d-d near resonant transition in

sub-bandgap [14]. We have already explained on the basis of the UV-Vis spectra that the

SPR effect has no role in the nonlinear effect as the excitation energy is not sufficient to

occur the plasmon resonance. Again, the change in the path length within the illumination

region leads to the thermal lensing effect. The negative or positive value of the path length

change is associated with photo densification (PD) or photo expansion (PE). The PD and

PE are related to the disorderness of the film [42]. The disorder reduces with thermal an-

nealing, as observed from UV-Vis spectra. Since we are using the fs laser with low energy

and the disorder of the annealed film reduces, we are assuming that the thermal lensing

effect is negligible in this case. So, the sub-bandgap spin split in the d-d transition could

be the reason for the nonlinear behaviors in the present study. The Ni-d orbital DOS (Fig.

5.8) showed that Ni-dx2−y2 and Ni-dz2 orbitals are mainly forming the CBminimum, which

shifts with the increasing U values. The electron in Ni-d or O-p orbital in VB absorbs the

two-photon and reaches one of the two orbitals of the CB. The d-d or p-d transition can give

rise to changing the nonlinearity. Annealed samples are associated with direct or indirect

TPA governing the RSA, which can be used as an auto-correlator and optical power limiter.
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Since the bandgap increases in the annealed samples with temperature, the absorption in

TPA is relatively low in the 300◦C sample with respect to the higher annealed sample. So,

the 400◦C annealed sample can be used as a better optical limiter than pristine and the lower

annealed samples due to having a high nonlinear absorption coefficient. Further annealing

of the NiO samples degrades the optical limiting properties, and 400◦C annealing is the

threshold temperature for better optical limiting applications. The SA observed in pristine

is useful for passive Q switching and passive mode locking, which can be utilized in gen-

erating nanosecond and femtosecond pulses, respectively. The modulation depth, which is

proportional to the nonlinear absorption coefficient, is the key parameter for passive mode-

locking [43]. Large modulation depth associated with SA can be used for generating short

laser pulses and designing for self-starting mode-locked laser [44]. Pristine and annealed

NiO can show different potential applications according to their nonlinear properties.

5.6 Summary

In summary, we have analyzed the NLOP of as-grown and annealed NiO thin films using

the Z-scan technique. The structural and other optical properties are also discussed and

correlated to the NLOP. The DFT calculation of band structure and DOS explain the elec-

tronic reason for increasing the bandgap with annealing temperature. We investigated that

the upward shifting of Ni-dx2−y2 and Ni-dz2 orbitals in CB due to increasing U value with

the decrease of lattice parameter causes the increase of bandgap. The theoretical calcula-

tion also gives the inner-sight reason for NLOP at the OA and CA measurements. In OA,

SA and RSA are observed in pristine and annealed samples, respectively. The nonlinear

absorption coefficient increases up to 400◦C annealed sample and then decreases, resulting

in the 400◦C as the threshold temperature of NiO for achieving better optical limiter than

the other annealed sample. In CA, the prefocal minima and postfocal maxima exhibit the
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signature of a self-focusing effect. The spin split d-d or d-p transition is responsible for

nonlinear behavior. PL and CL confirm the probability of the formation of an intermediate

state between CB and VB. So, RSA is explained on the basis of direct and indirect TPA

processes, taking into consideration the vacancy as intermediate states. The plasmonic ef-

fect is ruled out for altering NLOP, as the excitation energy is much less than the energy

required for the resonant SPR.
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Chapter 6

MagnetocrystallineAnisotropy andResis-
tive Switching in 30 keVAu implantedNiO
thin films
6.1 Introduction

TMOhave gained considerable attention from researchers due to their versatile applications.

Among these, NiO stands out as a promising TMOwidely utilized in catalysis, battery cath-

odes, gas sensors, and electrochromic films [1–5]. In the realm of magnetic materials, NiO

has garnered significant attention for applications in energy conversion, storage devices,

antiferromagnetic layers, and transport conducting films [4, 6]. Notably, bulk NiO displays

antiferromagnetic behavior with a Neel temperature of 573 K [7]. Despite its known prop-

erties, the magnetic effects of Au ion implantation in RF sputtered NiO thin films have not

been thoroughly explored. The ferromagnetic (FM) dislocation in NiO and the origin of

ferromagnetic fluctuations at the dislocation are attributed to the local non-stoichiometry

with Ni deficiency [8]. The observed FM behavior is also investigated in Fe-doped NiO

samples [9], and the hysteresis loop exhibits the remnant magnetization. The report con-

cluded that the FM properties arise due to the introduction of Fe ions and defect states in

the system. The co-doing of Li with V-, Mn-, and Fe-doped NiO exhibits the tunable FM

properties [10]. The reason for observing the FM nature in 2% Fe-doped NiO is attributed

to the presence of the NiFe2O4 phase [11]. On the other hand, the weak ferromagnetism

in pure NiO nanorods at room temperature appears due to the existence of small hysteresis

at the lower field [12]. The rising of a large amount of magnetization and exhibiting the
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FM behavior in NiO nano-crystallite with a particle size of 5 nm are responsible for the

broken bonds and lattice distortion in the system [13]. Hence, the magnetic properties are

very complex because of the existence of defect states, various crystallite sizes, and sur-

face and interface effects. Particle size-dependent study of magnetic properties, the effect

of the substitution, and the room temperature magnetic cross-over have been investigated

thoroughly for the past few years [14–20]. The study of NiO’s magnetic behavior through

the core-shell model of cation vacancy concentration emphasizes the role of interactions in

vacancies [21].

Beyond its magnetic properties, NiO shows promise as a RRAM device [22–24], capable of

switching between low and high resistance states. Various TMO (such as TiO2, ZrO2, CoO,

SrTiO3) materials have been found for constructing the RRAM device [25–30]. Compared

to other TMO materials, NiO is deemed a superior choice for RRAM devices due to its

simple rock-salt cubic structure with a bandgap of 3.6 eV. Between digital and analog-type

memristors, the analog memristor has drawn interest in analog non-volatile memory, pro-

grammable analog circuits etc. [31–33]. The analog memristor, particularly in non-volatile

memory devices, showcases unipolar and bipolar resistive switching in NiO depending on

the top and bottom electrodes [34–36]. Hence, the working mechanism of the memris-

tor depends on the type of electrodes and raises many controversies [37]. In fact, several

models have been proposed based on bulk or interface effects like the filamentary model,

charge trapping effect, defect state model, trap charge-driven space charge limited current,

etc. [38–41]. The engineering of defects in tuning the RRAM devices has been investigated

[42]. Point defects, such as vacancies in the matrix, play a role in filament formation, and

ion implantation emerges as a suitable technique to manipulate RRAM device properties

by introducing defects in cubic rock-salt structures [36, 43]. Hence, the investigation of the

impact of various point defects motivates tuning the magnetic and electrical properties of

NiO.
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This chapter focuses on the generation of the FM response in NiO through the creation

of various kinds of point defects by 30 keV Au ion implantation. The presence of defects in

NiO leads to the formation of a short-magnetic domain with variable coercivity, allowing

for the tuning of magnetization in the system. The study establishes a correlation between

the induced defect states, the modulation of the magnetic environment around Ni ions, and,

subsequently, the magnetocrystalline anisotropy. Additionally, this chapter investigates the

impact of ion implantation on tuning the resistive switching behavior in Si/NiO/Au RRAM

devices.

6.2 Experimental details

The NiO thin film of thickness 90 nm was grown on the clean Si substrate using the RF

sputtering technique at room temperature. The single crystal NiO target (purity 99.99%) of

2-inch diameter was used as sputtering material to grow NiO thin film. The Si substrate was

kept at a distance of 5 cm from the target. The base pressure, working pressure, sputtering

power, and deposition time were maintained at 6.72 ×10−6 mbar, 5 ×10−3 mbar, 100 W,

and 10 min, respectively. High purity (99.99%) Ar was used as a reactive gas with a flow

rate of 15 sccm. After that, we anneal the as-grown sample under a vacuum of the pressure

of 2.33×10−2 mbar at a temperature of 350◦ C. The annealedNiO thin filmswere implanted

by 30 keVAu ions at room temperature in the fluence range of 5× 1014 ions/cm2 to 1× 1016

ions/cm2. We kept the ion flux low of 1 × 1012 ions/cm2/s to avoid beam heating during

irradiation. The projected range of 30 keVAu ion is 10 nm in rocksalt cubic structure of NiO

with a space group of Fm3̄m, calculated from SRIM [44]. The option “ Detailed Calculation

with full Damage Cascades” was implemented for simulation in the version ’SRIM 2013’.

The FESEM was utilized to observe the surface morphology and measure the thickness

of the thin film. The crystal structure and phases of the thin films were identified using
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the Rigaku Smartlab X-Ray diffractometer with Cu Kα source (λ = 1.5418 Å). We have

used a UV-Vis-NIR spectrometer to measure the optical absorption spectra of the implanted

samples. The absorption spectra were taken in diffuse reflection mode. The 325 nm He-

Cd laser was used at room temperature to collect the PL spectra in the wavelength range

of 330-800 nm. The magnetic moment vs. applied field measurement was done using the

vibrating sample magnetometer-based SQUID system. The magnetic measurement was

performed by applying the magnetic field in the range of -5000 Oe to 5000 Oe with varying

temperatures between 5K and 300K. For I-V measurement, we deposited a 25 nm thick Au

layer on top of the implanted NiO film by the thermal evaporation technique. Before and

during the deposition, the chamber vacuum was kept at 2.14×10−7 mbar and 4.2×10−7

mbar, respectively. The deposition rate was fixed at 0.1 Å/sec. The rotation of the sample

holder was kept at 20 rpm for the uniform deposition of Au. The I-V measurement was

done by applying a bias voltage between the top and bottom electrodes and measuring the

current at the same point.

6.3 Ion Beam Simulations

Fig. 6.1(a) shows the SRIM simulation of 30 keV Au ions distribution in 90 nm NiO thin

film and their corresponding energy deposition with depth from the surface. We used the

SRIM-TRIM code [45] to calculate the ion range, deposited energy, Au atomic percentage,

and displacement per atom (dpa). The simulated range of Au ions in NiO is 18 nm, and the

deposited energy (Fd) by the ion is maximum near the depth of 6 nm. The energy deposition

reduces gradually as the ions penetrate the depth above 6 nm, and it is zero near the end

of the ion range. The energy deposition depends on the electronic (Se) and nuclear (Sn)

energy loss of the incident ion in the target material. The Se and Sn values of 30 keV Au

ion in NiO are 0.37 and 4.80 keV/nm, calculated using the SRIM-TRIM code. As nuclear
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energy loss dominates over electronic energy loss for low-energy ion implantation, the ion

will transfer its energy to the target NiO nuclei through elastic collision. So, the target atom

will be displaced from its lattice site and create the Ni and O vacancy defect in the matrix.

The size of the Au+ (137 pm) and Au3+ (85 pm) ion is much larger than the size of the Ni2+

ions (69 pm). So, the Au ion preferably occupies the interstitial position. The variation of

atomic percentage of Au ions with target depth in the film is calculated and shown in Fig.

6.1(b). The percentage of Au implantation is maximum at a depth of 10 nm. The increase

of fluence increases the percentage of Au implantation in the films, indicating an increase

in damage. The Monte Carlo computer simulation was used to get a better damage profile.

The option “Detailed calculation with Full Damage cascades” in the SRIM-TRIM code was

used to calculate the dpa. This option includes all collisional damage to the target.

The following equation is used to calculate the dpa:

dpa =
Fluence( ions

cm2 )×
(

Vacancies
ions−Å

)
× 108( Å

cm )

atomic density of target material( atoms
cm3 )

(6.1)

Where, Vacancies
ions−Å is the vacancy creation per ion per Å. The atomic density of NiO

is 5.38×1022 atoms
cm3 . Fig. 6.1(c) shows the damage profile with depth for different ion

fluences. The displacement of the Ni and O atoms increases with the increment of incident

ion fluences. The displacement of atom per incident ion is less than 13 for the fluence

of 5×1014 and 1×1015 ions/cm2, where it is more than 125 for the fluence of 1×1016

ions/cm2. So, the damage production by lower fluence is insignificant compared to higher

fluences. The dpa is maximum at a depth of 6 nm, and it starts to drop off at 8 nm because

the deposited energy by the ions is maximum at 6 nm, and then it decreases, as seen in Fig.

6.1(a).

The dynamic simulation of surface recession, partial sputtering yield, and surface atomic

fraction with ion fluences calculated using TRIDYN code are shown in Fig. 6.1(d-f), re-
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Figure 6.1: (a) The SRIM simulation of deposited energy and ion range vs. target depth,
(b) The distribution of Au atomic percentage with target depth for different ion fluences,
(c) The variation of dpa with sample depth for different ion fluences, calculated from SRIM
simulations. The TRIDYN simulation for (d) surface recession, (e) partial sputtering yield,
and (f) surface atomic fraction with ion fluences.

spectively. The surface recession linearly increases with ion fluences, which indicates that

there are non-proportionate Ni and O atoms at the surface. The atomic fraction calcula-

tion of Ni and O atoms at the surface shows that the atomic fraction of Ni and O atoms is

equal (0.5) at lower fluences. O atom is lighter than Ni and can be removed easily from

the surface by ion implantation rather than Ni atom. This is reflected in partial sputtering
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yield and surface atomic fraction calculation. The partially sputtering yield of O is higher

initially for the lower fluences than Ni atoms, as seen in Fig. 6.1(e). However, the sput-

tering approaches a steady state condition for higher fluences where the sputtering of both

the Ni and O atoms converges. This indicates that the relative atomic fraction of Ni will

be more than the O atom for higher fluences, which is also seen in Fig. 6.1(f). The atomic

fraction of the Ni atom compared to O atoms increases with ion fluences and becomes 0.53

for the fluence of 1×1016 ions/cm2. It decreases for O atoms, as expected, and becomes

0.47 at 1×1016 ions/cm2. So, the sputtering results in the reduction of the relative O atomic

fraction and increases the Ni atomic fraction.

6.4 Morphological and structural studies

6.4.1 FESEM

Figure 6.2: The surface morphology of (a) pristine, (b) 5×1014 ions/cm2, (c) 1×1015

ions/cm2, (d) 5×1015 ions/cm2, (e) 1×1016 ions/cm2, The inset shows the film thickness of
the corresponding sample from (a-e), respectively, (f) The variation of NiO film thickness
with ion fluences.

The surface morphology of pristine NiO and the implanted samples with different ion

fluences in the range of 5×1014 - 1×1016 ions/cm2 are shown in Fig. 6.2(a-e), respectively.
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Pristine shows no fracture on the surface and the film is homogeneous, as seen in Fig. 6.2(a).

For the fluence 5×1014 and 1×1015 ions/cm2, the surface starts to show tiny fractures. The

damage is low at lower fluences. The sputtering of O atoms is much higher than Ni atoms

at these fluences. So, the fracture observed (Fig. 6.2(b,c)) over the surface may be due to

oxygen deficiency. But, the fracture disappears for the fluence 5×1015 - 1×1016 ions/cm2

since the sputtering yield tends to approach a steady state condition for higher fluence. It is

seen that the surface is not smooth for these fluences as compared to the fluence 5×1014 -

1×1015 ions/cm2 because the dpa is relatively huge for higher fluences. The thickness of

the film decreases with the increase of ion fluences, as shown in Fig. 6.2(f). It is expected

because the surface recession increases with ion fluences, and at the highest fluence, the

recession is nearly 25 nm, as shown in Fig. 6.1(d). This TRIDYN simulation suggested

that 65 nm NiO film should remain at the highest fluences. We observed that the film

thickness is nearly 67 nm at a fluence of 1×1016 ions/cm2. Hence, the simulation agrees

well with the experimental results.

6.4.2 XRD Spectra

The XRD pattern for pristine and implanted samples is shown in Fig. 6.3(a). The XRD peak

observed at 43.24◦ corresponds to the (200) plane of the cubic structure of NiO (JCPDS

number 780429). In order to understand the structural properties of NiO with ion fluences,

the different parameters such as Peak position (2θ), full-width half maxima (FWHM), lattice

constant (a), crystallite size (D), strain (ϵ), and dislocation density (δ) along (200) planes

were calculated and listed in Table 6.1. The table shows that the FWHMhas decreased from

1.44 to 1.36 for lower fluences, but it increases to 1.60 for the highest fluences. The lattice

constant (calculated using equation 5.3) variation is also shown in Table 6.1. The Scherer

equation is utilized to calculate the crystallite size and strain (Eq. 5.1 and 5.2, respectively).

The dislocation density is calculated using the following equation: δ = 1
D2
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Figure 6.3: (a) The XRD pattern of pristine and ion implanted samples with fluences
5×1014 ions/cm2 - 1×1016 ions/cm2. The dashed line is for guiding the eye. (b) A plot
of variation of crystallite size and strain with ion fluences.

Fig. 6.3(b) shows the variation of crystallite size and percentage of strain with ion

fluences. The crystallite size increases for lower fluences and then decreases for higher

fluences. The strain is low for lower fluences and increases for higher fluences. The lower

value of strain indicates the lesser amount of defects in the sample [46]. The crystallinity

of the film is enhanced for lower fluences, whereas it decreases for higher fluence due to

containing higher strain and defects in the samples. The dislocation density also shows a

similar trend to that of the micro-strain. A small amount of intrinsic defect is expected to be

produced in pristine during crystal growth. The intrinsic defect influences the lattice strain.

In static SRIM simulation, the damage due to lower fluence is minimal compared to the

higher fluences. Besides, the dynamic sputtering simulation shows that the sputtering yield

of O is very high at lower fluences and tends to steady-state at higher fluences. This means

that there is a competition between defect creation (small amount) and defect annihilation

(due to high sputtering at low ion energy) at lower fluences. At a fluence of 1 × 1015

ion/cm2, the total sputtering yield is 17. On the other hand, the value of dpa is 12. Hence,

the defect annihilation is higher than the defect creation. This yields the decrease of strain

up to a fluence of 1×1015 ion/cm2 due to the significant amount of defect annihilation in
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the matrix. However, at higher fluences (> 1 × 1015 ion/cm2), the sputtering of the host

atom is much less compared to the damage production in NiO, which increases the strain

significantly.

Table 6.1: Structural parameters: Peak position (2θ), full-width half maxima (FWHM),
lattice constant (a), crystallite size (D), strain (ϵ), and dislocation density (δ)

Sample 2θ (◦) FWHM (◦) a (Å) D (nm) ϵ (%) δ (10−2 nm−2)
Pristine 43.17 1.44 ± 0.02 4.18 5.89 1.59 2.88

5 × 1014 ions/cm2 43.31 1.38 ± 0.02 4.17 6.17 1.52 2.62
1 × 1015 ions/cm2 43.26 1.36 ± 0.01 4.17 6.25 1.50 2.55
5 × 1015 ions/cm2 43.20 1.47 ± 0.02 4.18 5.79 1.62 2.97
1 × 1016 ions/cm2 43.22 1.60 ± 0.04 4.18 5.31 1.77 3.54

6.5 Optical studies

6.5.1 UV-visible spectroscopy

The UV-Vis absorption spectra in the wavelength range of 200-550 nm with Au ion flu-

ences are shown in Fig. 6.4(a). The absorption spectra were taken in diffuse reflectance

mode. Kubelka-Munk function [47] (F(R∞)) is utilized in Tauc equation[48] to calculate

the bandgap of NiO. The Tauc equation follows as [48]:

(F(R∞ × hν))
1
γ = D(hν − Eg) (6.2)

Where, hν is the incident photon energy. γ determines the nature of electron transition

from the conduction band to the valence band. For the direct transition of the electron, γ

= 1
2 . D is a constant. Eg is the bandgap of the material. Fig. 6.4(b) shows the variation of

bandgap with ion fluences. The typical Tauc plot for pristine is shown in the inset of Fig.

6.4(b). The bandgap for pristine NiO is estimated to be 3.61 eV. The bandgap decreases
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Figure 6.4: (a) The UV-Vis absorption spectra of pristine and implanted samples in the
wavelength range of 200-550 nm for different ion fluences. (b) The variation of bandgap
with ion fluences. A typical Tauc plot of pristine in the inset.

with Au ion fluences. The bandgap for the highest fluence (1×1016 ions/cm2) is 3.42 eV.

The bandgap reduction can occur due to the production of defect states in the system [49].

The damage is very high for the highest fluence, as seen in SRIM simulations. So, ion

implantation induces a large number of interstitials and vacancy defect states between the

CB and VB of NiO. The number of defects in the NiO matrix increases with the increase of

ion fluences, which introduce intermediate defect bands between CB and VB. The increase

of intermediate defect states with the increase of ion fluences causes the decrease of the

bandgap of NiO.

6.5.2 PL spectroscopy

The PL spectra of NiO in the wavelength range of 330 - 800 nm with different ion fluences

are shown in Fig. 6.5(a). Fig. 6.5(b) shows the typical deconvoluted spectra of pristine

sample. The PL spectra are deconvoluted into four peaks with the wavelengths of 428,

507, 579, and 753 nm. The three emission band peaks at 428, 507, and 579 nm can be

attributed to defect-related deep-level emissions that arise due to oxygen vacancies [50].

The emission peak near 753 nm (1.64 eV) is much lower than the band energy. This band

139



6 Magnetocrystalline Anisotropy and Resistive Switching in 30 keV Au implanted NiO thin
films

Figure 6.5: (a) The room temperature PL spectra in the wavelength range of 330 - 800 nm of
pristine and Au ion implanted samples with different fluences. (b) The typical deconvoluted
PL spectra of pristine. (c-f) The variation of integrated intensity with ion fluences for the
deconvoluted peaks at 753 nm, 579 nm, 507 nm, and 428 nm.

peak could correspond to the O vacancy defects in NiO [50]. The variation of the integrated

intensity with ion fluences of the defect peak at 753, 579, 507, and 428 nm is shown in

Fig. 6.5(c-f), respectively. The integrated intensity of the peak at 753 nm increases with

ion fluences. This means that the oxygen vacancies increase with fluences. This result

corroborates with the simulated calculations. The intensity of the weak band peak at 579

nm slightly decreases and then saturates for higher fluence. The integrated intensity of the

broad emission band peak at 507 nm increases with ion fluences. This result signifies that a

large number of oxygen vacancy defects are boosted in NiO at higher fluences. The vacancy

defects decrease initially and then tend to escalate the defects in the system at higher fluence,
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as shown in Fig. 6.5(f).

6.6 Magnetic Properties

The variation ofmagnetizationwith the appliedmagnetic field for pristine and ion-implanted

samples at different fluences is measured at the temperatures of 5K, 10K, 50K, 100K, 200K,

and 300K. The magnetic moment vs. field (M-H) plots at 5K, 100K, and 300K (RT-Room

Temperature) are shown here in Fig. 6.6(a-c), respectively. The magnified hysteresis loops

are shown in the inset of the respective graph. Since NiO is antiferromagnetic (AFM) in

nature, the FM behavior dominates over the antiferromagnetic (AFM) nature from 5K to

RT, as shown in Fig. 6.6. In this case, pristine sample shows the hysteresis loop at all tem-

peratures with remanence magnetization, finite coercivity, and saturation magnetization,

indicating that pristine sample may process FM behavior. This magnetic behavior in pris-

tine sample arises due to the presence of intrinsic defects during the crystal growth. Another

reason may be the lack of super-exchange interaction between Ni-O-Ni in pristine samples

[7]. The magnetization of the implanted sample is much greater than pristine sample. Since

the vacancy and interstitial defects are induced by ion implantation and the magnetization

is also increased in the implanted sample, it elucidates that defects play a role in inducing

the FM nature in the samples [7]. In Fig. 6.6, the magnetization decreases for the fluence

greater than 5×1015 ions/cm2 at 5K, 100K, and RT. The sputtering yield of Ni and O tends

to steady-state conditions (Fig. 6.1(e)), and the crystallite size decreases in these fluences.

Neel found that crystal structure and particle morphology impact the uncompensated spins,

and hence, three models are considered [51, 52]. If the uncompensated spins (p) are ran-

domly assigned in the particles, it is expected that p ∝ n1/2
s (where ns is the total number

of spins). But p ∝ n2/3
s when the uncompensated spins are ordered to parallel to each other

in an odd number of layer stakes in the cube. In the third case, p ∝ n1/3
s when the core of
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the particles is defect-free, and the uncompensated spins are randomly distributed around

the surface. So, the expansion of defects with fluences plays a crucial role in controlling

the interaction between uncompensated surface spins and the core of the particles. On the

surface, the sputtering of O is higher than Ni at lower fluences, as shown in Fig. 6.1(e).

Figure 6.6: The magnetic moment vs. field with ion fluences at (a) 5 K (b) 100 K, and (c)
300 K, respectively. The inset shows the magnified hysteresis in the respective plot. (d)
The variation of coercivity with temperature for different ion fluences.

So, it can change the defect states of oxygen more than Ni. So, the Ni and O vacancy

defect states and the interaction in the uncompensated spins induce the FM nature in AFM

NiO. At higher fluences, there may be a saturation of defects to arrange the moment in such

a way that the uncompensated spins are reduced and decrease the magnetization. The mag-

netic parameters found from the M-H plot are listed in Table 6.2. The coercivity decreases

with the temperatures for pristine and implanted samples, as shown in Fig. 6.6(d). The re-
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manent magnetization decreases with the increase of temperature in pristine and implanted

samples.

Table 6.2: Magnetic parameters: Magnetic coercivity (Hc), Remanence (Mr), Saturation
magnetization (Ms)

Samples Hc (Oe) Mr (emu/cm3) Ms (emu/cm3) Temperature (K)
Pristine 80.15 1.40 7.21 300

97.06 1.70 7.55 200
98.14 1.81 8.40 100
111.42 1.98 8.39 50
142.25 2.24 8.09 10
150.75 2.27 7.92 5

5 × 1014 ions/cm2 110.13 5.49 14.72 300
136.53 6.27 15.14 200
160.90 7.28 18.17 100
183.19 7.58 17.86 50
278.85 8.97 17.82 10
314.86 9.27 17.74 5

1 × 1015 ions/cm2 96.84 9.53 43.91 300
109.06 9.90 44.68 200
129.46 11.09 45.85 100
149.51 11.81 45.39 50
187.54 13.20 44.55 10
201.44 13.22 44.18 5

5 × 1015 ions/cm2 94.69 6.25 40.67 300
113.20 7.08 45.48 200
135.63 8.37 47.66 100
145.99 8.79 57.36 50
179.18 10.10 62.64 10
180.96 10.38 63.65 5

1 × 1016 ions/cm2 87.37 3.71 20.27 300
111.25 4.32 20.83 200
132.88 4.66 21.92 100
148.59 5.04 21.77 50
197.79 6.35 21.69 10
211.23 5.90 21.58 5
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Figure 6.7: The magnetic moment vs. temperature at a fixed field of 200 Oe for (a) pristine,
(b) 5×1015 ions/cm2, and (c) 1×1016 ions/cm2. (d) shows the typical baseline corrected
ZFC curve of the fluence 1×1016 ions/cm2 to find the blocking region.

Fig. 6.7 (a-c) shows the zero field cooled (ZFC) and field cooled (FC) magnetization

curve with temperature at a fixed magnetic field of 200 Oe for pristine, 5×1015 and 1×1016

ions/cm2, respectively. During ZFCmeasurement, the sample was cooled down to 5Kwith-

out any external field, and the measurement was taken during the warming (5K-300K) at

200 Oe. During FC measurement, the samples were cooled down to 5K with a field of

200 Oe, and the moment was measured during warming at the same field. The bifurcation

temperature (Tirr) between ZFC and FC curve is near 300K for all the samples. The Tirr

is related to the largest particle in size distribution, indicating that all spins are unblocked

above this temperature [17]. The baseline subtraction of the ZFC curve for all the samples is

performed to determine the blocking temperature [53]. The typical subtraction for the sam-

ple of fluence 1×1016 ions/cm2 is shown in Fig. 6.7(d). The blocking temperature (Tb) for
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Figure 6.8: The variation of magneton number with temperature for (a) 1×1016 ions/cm2,
(b) 5×1015 ions/cm2, (c) 1×1015 ions/cm2, (d) 5×1014 ions/cm2, and (e) pristine samples.

pristine, 5×1015 and 1×1016 ions/cm2 samples are 75, 84, and 142 K, respectively. So, Tb

increases with ion fluences, and there is a certain jump after the fluence 5×1015 ions/cm2.

Tb is incorporated with the modified magnetic environment of Ni2+ ions around the sur-

face [54]. Oxygen ionsmediate the exchange interaction between the two neighboring Ni2+

ions. The oxygen vacancy breaks the exchange bond between the Ni2+ ions. This yields to

arise the uncompensated spins. SRIM simulations show that the damage increases with ion

fluences and leaps up after the fluences of 5×1015 ions/cm2. PL spectra also agree that the

oxygen vacancy defect is more at higher fluences. So, this suggests that the uncompensated

spins should be higher at higher fluences, and hence, Tb increases suddenly at a fluence of
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Figure 6.9: (a) A typical M-H curve of pristine at 300 K with LAS fitting at the higher field
region. (b) The variation of magnetocrystalline anisotropy constant with temperature (5K
to 300K) for different incident ion fluences.

1×1016 ions/cm2. At low temperatures below 23 K, the sharp increase in the moment in

FC indicates the paramagnetic (PM) behavior in NiO [15]. The PM tail is associated with

an incomplete compensation of the AFM sublattice at the surface. This can be attributed

to the presence of uncorrelated PM spins near the surface. This low-temperature behavior

also suggests that the large magnetization values are related to the broken exchange bonds

and reduced coordination at the surface [54].

The variation of magneton number with temperature for pristine and implanted sam-

ples is shown in Fig. 6.8. The value of the magneton number (nb) is calculated using the

following equation [55]:

nb =
Molar weight× Ms

5585
(6.3)

The saturation magnetization decreases for all samples at higher temperatures, which

is reflected in the magneton number. The larger magnetic moment induction in implanted

samples than in pristine suggests that a strong interaction is involved in the implanted sam-

ples. Usually, saturation magnetization increases with the increase of crystalline particle
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size and vice versa [56, 57]. The increasing trend of crystallite size and defects increases

the saturation magnetic moment per cm3. But, at the highest fluences, the crystallite size

decreases in a significant amount, which decreases the amount of magneton number enor-

mously in the sample of fluence 1×1016 ions/cm2. So, the systematic effect of crystal

defects, dislocation, lattice strain, crystallite size, disordered surface spins, broken bonds,

and redistribution of cations could result in variation of saturation magnetization and hence

magneton number with ion fluences [58].

Since the magnetic material exists in a single domain in the crystallite size, the magne-

tization reversal mechanism of these materials is related to magnetocrystalline anisotropy.

Magnetocrystalline anisotropy is expressed in terms of anisotropy constant, which is anisotropy

energy per unit volume. Magnetocrystalline anisotropy and its role in magnetic interaction

can be investigated by M-H curve. So, the law of approach to saturation (LAS) formula

is used to fit the magnetization vs. magnetic field curve to extract the anisotropy constant.

LAS shows the dependency of M on the applied field (H), where H is much higher than

Hc. The parameter related to saturation magnetization and magnetocrystalline anisotropy

energy, found from LAS fitting, is associated with the anisotropy constant K [59], which is

as follows,

K = Ms

√
105b

8
(6.4)

Where b is the fitting parameter related to magnetocrystalline anisotropy energy with

cubic symmetry. The typical LAS fitting for pristine at RT is shown in Fig. 6.9 (a). The

variation of K with temperature for different ion fluences is shown in Fig. 6.9 (b). The

anisotropy gradually decreases with increasing temperature for all the samples. The value

of anisotropy increases to near 60 erg/cm3 for the fluence 5×1015 ions/cm2, and it reduces

to near 20 erg/cm3 at the highest fluence sample at low-temperature region. The energy
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loss through elastic collision will knock out the host atoms from the lattice site, as Sn dom-

inates over Se at lower ion energy. Besides, the sputtering of oxygen atoms is higher at

lower fluences. So, this can yield the breaking of the translational symmetry near the sur-

face of the polycrystalline sample. As an effect, the bond breaking has happened near

the surface, leading to the additional contribution of anisotropy [60]. The enhancement of

anisotropy with ion fluences might be associated with translational bond breaking at the

surface due to the production of defect states, increment of crystallite size, spin-orbit inter-

action, and lack of super-exchange interaction [60, 61]. Besides, Tb is also related to the

magnetocrystalline anisotropy. So, the increment of blocking temperature may escalate the

anisotropy in the system, and the sudden increase in Tb leads to the decrease in anisotropy

at the highest fluences, which may be due to the oversaturation of uncompensated spins.

The decrease of magnetocrystalline anisotropy at the highest fluence also occurred due to

decreased crystallite size and weakened magnetic interaction due to excessive defect states.

The anisotropy becomes maximum at 5 K, where the coercive field is maximum. The num-

ber of defects increases with ion fluences. In contrast, the moment around the defect states

try to align themselves according to their preferential direction due to the adequate spin-

orbit interaction at lower temperatures. The alignment is disrupted at high temperatures

because thermal agitation increases with increasing temperature. This weakens the spin-

orbit interaction. On the other hand, the coercive field decreases with temperature, which

also signifies that more energy is required to saturate the moment at the higher temperature.

Hence, the anisotropy decreases with temperature due to a lack of sufficient spin-orbit in-

teraction and a coercive field around the defect states in competition with thermal energy to

stabilize the moments. Hence, various defect states, spin-orbit interaction, coercive field,

magnetization, and blocking temperature of the material play a significant role in changing

the magnetocrystalline anisotropy of the system.
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6.7 Resistive Switching studies

Figure 6.10: (a) Schematic of NiO-based RRAM device. The Current vs. voltage (I-V)
graph of (b) pristine, (c) 5×1014 ions/cm2, (d) 1×1015 ions/cm2, (e) 5×1015 ions/cm2, and
(f) 1×1016 ions/cm2 for 1st, 25th, 50th, 75th and 100th cycle at a compliance current of
20 mA. The inset in (b-f) shows I-V variation for the 1st cycle for pristine and 5×1014 -
1×1016 ions/cm2 fluence samples for clear vision, respectively.

The schematic of the RRAM device for current vs. voltage measurement is shown in

Fig. 6.10(a). The NiO (200) film of a thickness of 90 nm was sandwiched between the

bottom Si substrate and the top Au electrode (25 nm). The n-Si and p-NiO formed a p-

n junction at the bottom electrode, and a Schottky barrier was established at the NiO/Au

interface. The variation of current with voltage sweep for 1st, 25th, 50th, 75th and 100th

cycles for pristine (Fig. 6.10(b)) and different ion fluences of 5×1014, 1×1015, 5×1015

and 1×1016 ions/cm2 are shown in Fig. 6.10(c-f), respectively. The inset in Fig. 6.10(b-

f) shows the variation of current vs. voltage for the 1st cycle. The top Au electrode was

stressed by applying a bias voltage, and the bottom n-type Si was grounded during the

measurement. The I-V curve shows the asymmetry characteristics for pristine and all the

implanted samples for the 1st-100th cycles. This indicates that a Schottky-like barrier is

149



6 Magnetocrystalline Anisotropy and Resistive Switching in 30 keV Au implanted NiO thin
films

Figure 6.11: (a) The current vs. voltage graph of pristine, 5×1014 ions/cm2, 1×1015

ions/cm2, 5×1015 ions/cm2, and 1×1016 ions/cm2 for 100th cycle. Inset shows the current
vs. voltage graph for pristine and 1×1016 ions/cm2 fluence sample for better comparison.
(b) Fluence-dependent RS ratio of the memristor.

formed at the NiO/Au interface. The hysteresis loop tends to develop with the increase of

the cycle in positive voltage sweep (0V-5V-0V) in pristine. The high current conduction

is observed in the positive voltage sweep compared to the negative voltage sweep for both

pristine and implanted samples. At positive bias, the significant hysteresis is observed at

the 100th cycle for the fluence of 1×1016 ions/cm2 (highest fluence sample), which is not

the case for other samples. But, in contrast, the hysteresis began to develop in the implanted

samples at the negative bias sweep and became significantly large at the 100th cycle of the

highest fluence sample. On the other hand, pristine, even at the 100th cycle, doesn’t exhibit

any significant hysteresis at negative bias.

The I-V curve for the 100th cycle with various ion fluences is shown in Fig. 6.11(a).

The typical I-V curve of the 100th cycle for pristine and highest fluence samples is shown

in the inset for clear vision. The figure shows that hysteresis starts at 1.31 V in pristine at

positive bias and insignificant hysteresis at negative bias. But, the lowest fluence sample

(5×1014 ions/cm2) exhibits the formation of hysteresis at 0.77 V at positive bias, and a

tiny hysteresis began to develop at -0.04 V with a current value of 7.3 pA at negative bias.
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Figure 6.12: The typical (a) ln (I) vs. ln (V) and (b) ln (I) vs. V1/2 plot with linear fitting
for the fluence of 1×1016 ions/cm2 of 100th cycle.

Similarly, the I-V hysteresis loop starts at 0.17 V (I= 25 pA) at positive bias, whereas at

negative bias, the hysteresis appears at -0.13 V (15 pA). The 5×1015 ions/cm2 fluence

sample shows the I-V hysteresis loops at 0.25 V (20 pA) and -0.1 V (8.6 pA) for positive

and negative bias, respectively. A drastic change in the hysteresis is perceived at positive

bias with the increment of the cycle of the highest fluence sample with a sudden jump in

the current at a voltage of 2.21 V. At negative bias, a significant hysteresis loop is seen in

the sample compared to the other fluence samples. This hysteresis undergoes at a voltage

of -0.01 V (24 pA). The current conduction at negative bias increases from pA to nA at the

highest fluence compared to other samples. The fluence dependence resistance switching

(RS) ratio of the implanted samples at the 100th cycle (read at 1.31 V and -0.5 V) is shown

in Fig. 6.11(b). The non-linear behavior of the RS ratio with ion fluences is observed. The

RS doesn’t change rapidly up to the fluence 5×1015 ions/cm2. However, the RS ratio leaps

up at the highest fluence sample due to huge damage creation in the NiO thin film around

the surface compared to the lower ion fluences. So, the hysteresis loop is induced by the

bulk vacancy defects in the vicinity of the NiO/Au interface and p-n junction. The resistive

switching in polycrystalline NiO due to the formation and rupture of filament has been
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proposed by several authors [40, 62, 63]. The filamentary model is a local phenomenon at

the metal/oxide/metal interface. The change in the defect density in an oxide matrix can

change the switching behavior in the RRAM device [64]. In this case, the higher Sn value

than the Se value leads to creating a lot of vacancies and interstitial defects in the matrix,

which affects the RS behavior.

Figure 6.13: Schematic of conduction mechanism of the Si/NiO/Au memristor of (a) zero
bias, (b) forward bias, and (c) reverse bias. The band diagram of (d) pristine, (e) implanted
samples at zero bias, (f) forward bias, and (g) reverse bias.

Fig. 6.12(a) and 6.12(b) show the linear fitting of the ln (I) vs. ln (V) and ln (I) vs.
√

V graph at the 100th cycle of the highest fluence sample, respectively. The LRS or HRS

will show the Ohmic behavior if the slope is one. In our case, the LRS and HRS don’t fit
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linearly with a slope of one (Fig. 6.12(a)). So, the deviation from ohmic behavior can be ex-

plained by other conduction mechanisms. The main conductive mechanisms are Schottky

emission [65], space charge limited conduction [66], F-N tunneling [67], and P-F emission

[68]. The Schottky emission, space charge, F-N, and P-F emission may be responsible for

the deviation from Ohmic behavior. We have checked the possibility of other conduction

mechanisms by a similar process explained in section 4.5 in Chapter 4 and found the dom-

inance of Richardson-Schottky behavior. The asymmetry in I-V curves and semiconductor

(NiO)/metal (Au) junction at the top electrode signify that the Schottky barrier plays a cru-

cial role in RS over the other conduction mechanisms. To describe the I-V characteristics,

we took the Richardson-Schottky equation as follows:

I = AA∗T2e(−q(ϕB−
√

qE/4πϵi)/KT) (6.5)

Where, A = conduction area, A∗ = effective Richardson constant, T is the absolute

temperature, k is the Boltzmann constant, q is the electric charge, E is the electric field,

d = spacing between top and bottom electrode, ϕB = Schottky barrier and ϵi = dielectric

constant of the material. We are taking the Richardson constant of A∗ = 119.8 A/K2∙cm2,

calculated with m∗
n = 1.0 m0 = 9.1 × 10−31 Kg3. After taking logarithm at both sides of

equation 6.5, follows as:

ln(I) = (ln(AA∗T2)− qϕB/KT) + q/KT(
√

q/4πϵid
√

V) (6.6)

The slope of LRS and HRS is found to be 6.15 and 4.74, respectively, as shown in Fig.

6.12(a). So, the Ohmic behavior is ruled out at the NiO/Au interface. The LRS and HRS

in ln (I) vs.
√

V graph are fitted linearly with a slope of 20.5 and 14.4, respectively. This

further confirms the formation of the Schottky barrier at the top interface, affecting the hys-

teresis and RSwith ion fluence at various cycles. So, we can suggest that current conduction

in the memristor can be interfered by the Schottky barrier at the NiO/Au interface and the
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p-n junction at the bottom electrode. The schematic of the current conduction mechanism

of the Si/NiO/Au device is shown in Fig. 6.13. The n-type Si has the majority carriers

of electrons. Under forward bias, the Si/NiO interface behaves as a classical p-n junction

diode where the electrons in Si move to the depletion region, but the oxygen vacancies in

implanted samples move away from the NiO/Au interface at the high electric field. At this

bias, the recombination of e− and hole at the p-n junction and to minimize the field strength

developed at the Si/NiO interface decreases the depletion width above a threshold electric

field, resulting in a sudden increase in current. At positive bias, the Schottky barrier de-

creases at the NiO/Au interface ( Fig. 6.13(f)) than the zero bias condition ( Fig. 6.13(d,e)),

helping in increasing the current conduction. Furthermore, NiO is a p-type semiconductor

whose minority carriers are electrons [69]. Again, the formation energy for oxygen va-

cancies is less than the Ni vacancies [70]. So, it is energetically more favorable to create

oxygen vacancies than Ni during ion implantation. The highest fluence will create more

oxygen vacancies in the matrix due to having high damage capability, as seen in ion beam

simulations. The vacancies act as e− trap centers. The thermally excited electrons from

the bottom electrode can move to CB or trap states, respectively. Under forward bias, the

reduced depletion width of the p-n junction helps the thermally excited electrons in the bot-

tom electrode overcome the potential barrier to move to the CB or to the trap center by

tunneling of the oxide layer easily. The trapped e− then transmits to other trap states via

hopping conduction. Since the highest fluence sample has an enormous number of trap

states compared to the low fluence sample, the current conduction and hysteresis should be

improved, as in this sample, the conduction is governed by the thermionic emission along

with increased hopping conduction through increased trap center. Finally, the carriers move

to the upper electrode by overcoming the reduced Schottky barrier at forward bias. Hence,

the vacancy defects formation through ion implantation mainly influences the high current

conduction and bigger hysteresis loop at the highest fluence sample after overcoming the
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threshold voltage at forward bias, as described in Fig. 6.13. Under reverse bias, the recom-

bination of oxygen vacancies happens inside the NiO and is distributed in the matrix. At

this bias, the depletion width at the interfaces increases (Fig. 6.13(g)). Hence, the current

conduction is relatively poor in reverse bias compared to forward bias for all the samples.

Again, the density of trap centers (vacancies) increases in NiO with ion fluences, whereas

no excess vacancies are induced externally in pristine to act as extra trap centers for charge

carriers to improve the current conduction. So, the excess vacancy induction in implanted

samples plays a crucial role in electrons getting a pathway to pass through easily to improve

current and hysteresis. Hence, negligible hysteresis is observed in pristine. However, cur-

rent and hysteresis increase with ion fluence in reverse bias conditions. The improvement

of current from pA to nA for the highest fluence (Fig. 6.11(a)) has been observed in reverse

bias because of the induction of a sufficient amount of excess vacancies in NiO.

6.8 Summary

In summary, 30 keV Au ions introduced defects in the NiO matrix, and dpa increases with

ion fluences. The sputtering of the surface atom causes the reduction of the thickness with

ion fluences, which agrees well with the dynamic TRIDYN simulations. The increased

vacancy defects in the matrix introduced intermediate bands that reduce the bandgap with

increased ion fluences. The intrinsic Ni and O defects during crystal growth induced FM

property in pristine sample. The FM behavior is further tuned by creating various vacancies

and interstitial defects in NiO by ion implantation. The FM can originate from the interac-

tion of uncompensated surface spins and the core of the particles. The magneton number

exhibits a variation pattern similar to that of saturation magnetization. The magnetization

mechanism, blocking temperature, and bond breaking due to defects at the surface tune the

magnetocrystalline anisotropy in the system, which has a vital role in permanent magnets
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and magnetic data storage applications.

On the other hand, the tuning in resistive switching behavior of the implanted films with ion

fluences is also investigated. Pristine doesn’t show significant hysteresis in negative bias,

but the hysteresis is developed with ion fluences. The value of the current improved from

pA to nA at the highest fluence at negative bias due to the generation of excess vacancies

during ion implantation. In positive bias, the hysteresis doesn’t change significantly up to

a fluence of 5×1015 ions/cm2, but it shows a drastic change at the highest fluence. In for-

ward and reverse bias, the induction of excess oxygen vacancies in NiO and the changing of

depletion width and Schottky barrier height at the p-n junction and NiO/Au interface plays

a role in the variation of hysteresis and current in the memristor with ion fluences.
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Chapter 7

Resistive switching andTerahertz conduc-
tivity in 100 keV Cu ion implanted NiO
thin films
7.1 Introduction

Antiferromagnets can be a suitable replacement for ferromagnets in spintronic applications

for their faster terahertz operations compared to gigahertz speed in ferromagnets [1–3].

The next generation of technological advancement and complex computation capabilities

demand high data processing in miniaturized storage devices. RRAM exhibits the poten-

tial interest to replace the limitations of conventional CMOS technology due to its simple

structure, rapid operation, high-density integration, clear switching events, good reversibil-

ity, 3D staking compatibility, neuromorphic computing, etc. [4–8]. Among various binary

metal oxides such as TiO2 [9], ZnO [10], HfO2 [11], CeO2 [12], CuxO [13], NiO is one of

the suitable candidates due to having simple cubic rack salt structure and intrinsic wide gap

(3.70 eV) for RRAMapplications [14]. The digital RRAMstored information in terms of re-

sistance state by switching resistance abruptly in the oxide layer from a high resistance state

(HRS) to a low resistance state (LRS) and vice versa. On the other hand, analog switching

shows a gradual change in conductance with the bias, which has drawn enormous inter-

est among researchers due to its intrinsic analogy to biological synapses for implementing

brain-inspired neuromorphic computing applications. Besides RRAM applications, NiO

can be utilized for various THz applications since antiferromagnetic materials process the

resonant frequency in the THz region. Antiferromagnets are good passive microwave com-
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ponents, such as inductors and microwave absorbers in the THz range, predicting the need

beyond the post 5G technology, while ferromagnet works for these components in the GHz

range [15, 16]. The recent development of active THz devices, such as ultrafast memory

devices [17] and THz spin oscillators [18], motivated the researcher to put forward the THz

spintronics and NiO can be one of the promising candidates for THz radiation. In NiO,

the Ni2+ sites in the adjacent (111) planes aligned antiferromagnetically in the ground state

below Neel temperature, yielding no net magnetic moments. Such spin alignment can be

applied to a high-density spintronic memory application [1, 2]. The dynamics of free carri-

ers in materials can control the transport and optical transparency. The physical and optical

properties are greatly affected by the growth condition and extrinsic defect states induced by

doping or ion implantation in the system. Moriyama et al. investigated the THz antiferro-

magnetic resonance properties in Mn, Mg, and Li-doped NiO [19]. The enhanced damping

in NiO/heavy metal (Pt, Pd) at THz resonance frequency was also reported by Moriyama et

al. [20]. Using the THz probe, Ha et al. showed the free carrier charge dynamics in NiOx

[21]. Wang et al. discussed THz transmission fromNi ion implanted single crystal LiNbO3

[22]. THz spectroscopy analysis of 3.1 MeV Au ion implanted MgO has been reported by

Ogiso et al. [23]. Wang et al. investigated the THz emission in Cu ion implanted lithium

niobate single crystal at a fluence of 1.2× 1017 ions/cm2 [24]. Various approaches, such as

doping, interface engineering, implantation, etc., have been adopted to improve the mem-

ristor parameter and THz transmission to realize the high-performance device functionality

[25, 26]. However, ion implantation emerges as the suitable technique over other conven-

tional methods to introduce defects at precise depth with appropriate amounts in the system

to vary the RRAM and THz transmission properties with various ion fluences.

The first part of this chapter investigates the impact of 100 keV Cu ion implantation

in ITO/NiO/Ag memristor for the transformation from analog to digital switching. We

correlate the effect of defect with increasing ion fluence for such transformation. The sec-
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ond part comprises the effect of defects in THz transmission in 100 keV Cu ion-implanted

Si/SiO2/NiO thin films with various ion fluences. The THz results are correlated with the

ion beam simulations and theoretical DFT calculations.

7.2 Experimental Details

Cleaned (cleaning process discussed in Chapter 2) ITO and Si/SiO2 substratesweremounted

in the RF sputtering system in front of the NiO target (2-inch diameter, 99.99% purity).

The substrate-to-target distance was kept fixed at 6.5 cm during the deposition time. The

sputtering parameters, such as RF power, reflectance, Ar gas flow rate, base pressure, and

deposition pressure, were 100 W (for Si/SiO2 substrate) and 80 W (for ITO substrate), 0

W, 15 sccm, 6.77 ×10−6 mbar, and 5 ×10−3 mbar, respectively. After deposition, we

annealed all the samples under a vacuum of pressure of 3.23×10−2 mbar at a temperature

of 350◦ C using the PECVD system. The annealed NiO sample (pristine) grown on ITO

and Si/SiO2 substrates were implanted by 100 keV Cu ions in the fluence range of 5× 1014

ions/cm2 to 2 × 1016 ions/cm2 at room temperature. The phase identification of pristine

and implanted samples was done using a Rigaku Smartlab X-Ray diffractometer with Cu

Kα source (λ = 1.5418 Å). The thickness and surface morphology of the samples are in-

vestigated using cross-sectional FESEM and AFM images. The top electrode on the NiO

sample was accomplished by conducting Ag paste. The two-terminal Keithley 2450 source

meter was used to apply the bias voltage. The current was measured in an ITO/NiO/Ag

memory cell with a voltage sweep step of 40 mV. The room temperature PL spectra were

carried out using the 325 nm He-Cd laser source in the wavelength range of 350-650 nm

through an achromatic UV objective (LMU-UVB). The PL emissions were detected using a

CCD detector incorporated into the spectrometer through the same objective lens. The room

temperature CL spectra were collected using the Monarc-P (GATAN) high-resolution CCD
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detector integrated into the FESEM system. During CL measurement, the electron acceler-

ating voltage was 20KV, and irradiated over 1× 1 µm area of NiO film. The self-designed

THz time-domain spectrometer (TDTS) was utilized to measure the THz transmission for

all the samples.

7.3 Computational Details

Figure 7.1: The crystal structure of (a) pristine NiO, (b) O vacancy, (c) Ni vacancy, (d) Ni
substitution by Cu, and (e) Cu interstitial associated NiO, used for theoretical calculations.

The theoretical calculation of band structure and DOS was performed using the VASP

code [27]with PAWmethod [28] for pristine and implanted samples. The exchange-correlation

interaction implemented in the PBE functional was treated using the GGA scheme [29]. The

supercell NiO structure, which contains 32 formula units, is subjected to onsite Coulomb

repulsion correction (Hubbard U correction) along with GGA-PBE functional to imply the

effect of strong electron correlation [30]. In this case, the implementation of the effective
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electron interaction will reproduce the correct ground state. The antiferromagnetic arrange-

ment along (111) plane for pristine, O vacancy, Ni vacancy, Ni substituted by Cu, and Cu

interstitial associated NiO for spin polarised calculation are shown in Fig. 7.1(a-e), respec-

tively. All the structures are relaxed using the GGA+U scheme. The values for U are 5 eV

and 2 eV, which are used to apply the onsite Coulomb repulsion correction to the electrons

in the Ni-d and Cu-d orbitals, respectively. The volume, cell, and shape relaxation was

completed when the force was less than 1×10−4 eV/Å. The convergence calculation was

done using the relaxed structure with a plane wave basis set (cut-off energy = 500 eV) and

a Monkhorst k-point mesh of 7 × 7 × 7. The threshold energy for achieving the conver-

gence criteria was set to 1×10−7 eV per atom. The linear tetrahedron method with Blochl

corrections was implemented in convergence and DOS calculations [31].

7.4 First Part: Resistive Switching

The XRD spectra of the ITO substrate, pristine, and implanted NiO sample are shown in

Fig. 7.2. The dashed line in Fig. 7.2 corresponds to the peak position of ITO substrate. The

solid line corresponds to theNiO peak position. TheNiO peaks are observed at 37.31, 43.30,

62.73, 75.37, and 79.40◦ for all the samples. These peaks agree well with the JCPDS card

number 780429, which identifies the space group of Fm3̄m with the cubic phase of NiO.

The XRD spectra confirm that the grown NiO is polycrystalline in nature.

The thickness of the as-grown film is evaluated using the crossectional FESEM images.

Fig. 7.3(a) shows that the film thickness of pristine sample is found to be 185 nm. The

surface morphology of pristine, the implanted samples with fluences 5 × 1015 (sample B)

and 2× 1016 (sample C) ions/cm2 are examined by AFM images, as shown in Fig. 7.3(b-d),

respectively. Pristine sample shows the continuous growth of the NiO thin films. The sur-

face of the implanted samples doesn’t show a drastic variation compared to pristine sample,
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Figure 7.2: The X-ray diffraction spectra of ITO substrate, pristine, and implanted samples.

rather than the roughness. The rms surface roughness of pristine sample is 8.82 nm, and it

increases to 9.02 and 9.38 nm in samples B and C, respectively, due to Cu ion implantation.

The schematic of theNiO-based ITO/NiO/Agmemristive device is shown in Fig. 7.4(a).

The bias voltage is stressed between the top Ag electrode and the bottom ITO substrate. Fig

7.4(b) and 7.4(c) shows the variation of current with applied voltage of NiO memristor of

pristine and sample B of the 1st, 25th, 50th, 75th, and 100th cycles for positive and neg-

ative bias sweeping. The I-V curve of the 1st cycle with the variation of ion fluences is

demonstrated in Fig. 7.4(d). An abrupt change of current at a particular voltage signifies

the digital switching in sample C, which will be discussed later. In contrast, pristine and

sample B show the bipolar analog switching in the -2 to +2 voltage sweep range. The small-

scale asymmetry is observed in pristine. This indicates the formation of the Schottky barrier

at the NiO/Ag interface, with NiO being a p-type semiconductor and Ag an n-type metal.

The ITO/NiO junction also forms the Schottky barrier, as reported by Swathi and No et al.
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Figure 7.3: (a) Crossectional FESEM images of pristine sample. The AFM images of the
(b) pristine, (c) sample B, and (d) sample C.

[32, 33]. The Schottky barrier at both interfaces is crucial for analog switching. The anti-

clockwise hysteresis is observed for both the samples in both positive (0 V→ 2 V→ 0 V)

and negative voltage sweep regions (0 V→ -2 V→ 0 V). In pristine, the current increases

with increasing cycles at both the positive and negative bias sweeping region. In contrast,

the opposite scenario is observed in sample B. The decrease of the current in sample B may

be attributed to the defect formation in the system. Cu implantation creates a lot of vacan-

cies, interstitial, and substitutional defect states in the film, and the damage increases with

ion fluences. When these defect states are stressed by sufficient fields for a long period, the

carrier’s movement may be disrupted. This can yield a change in the Schottky barrier height

and Fermi level, which is responsible for decreasing the current with consecutive increasing
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Figure 7.4: (a) Schematic of ITO/NiO/Ag RRAM device for I-V measurements. The
current-voltage curve of the 1st, 25th, 50th, 75th, and 100th cycles of (b) pristine and (c)
sample B. (d) The variation of the current (1st cycle) with an applied bias voltage of pristine
and implanted samples with increased ion fluences

in the number of cycles. The negative voltage sweep exhibits a bigger hysteresis compared

to the positive voltage sweep. The increase and decrease in conductance in pristine and

sample B can be useful for biological synapses [34]. In biological systems, presynaptic and

postsynaptic neurons communicate themselves through the synaptic node. The variation

in the concentration of the synapses plays a key role in the brain’s memory and learning

process [35]. The short-term memory (STM) followed by long-term memory (LTM) is one

of the basis of human memory loss, according to Psychological studies [36]. The frequent

stimulation of the biological system can transform the STM into LTM [37]. In this work,

the increasing or decreasing current of the NiO-based memristor can be modulated gradu-
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ally with the number of cycles by taking the combination of pristine and sample B. Hence,

using this analog resistive switching of NiO, synaptic learning and forgetting characteris-

tics can be stimulated and employed in neuromorphic systems. The increasing current with

consecutive pulses in pristine can be assigned as a learning process, and the decreasing cur-

rent in sample B is analogous to the forgetting process. Now, to investigate the mechanism

of analog switching at the interface, we fitted the double logarithmic I-V curve of the 1st

positive cycle linearly. Fig. 7.5(a) and 7.5(b) show the linear fitting of double logarithmic

I-V curve and ln(I) vs V1/2 plot (Schottky plot) of the 1st positive cycle for pristine, re-

spectively. The Ohmic condition is satisfied under the applied low bias voltage (0 V→ 0.9

V), as the curve is fitted well linearly with a slope of 1.09, as seen in Fig. 7.5(a). But, under

a high bias voltage, the deviation of slope from 1 indicates other conductive mechanisms,

such as Schottky emission [38], space charge limited conduction [39], Fowler Nordheim

tunneling [40], and Poole Frenkel emission [41] that can dominate over Ohmic conduction.

The good linear fitting observed in Fig. 7.5(b) at a high bias voltage region suggests the

formation of Schottky contact at both interfaces. The good linear fitting of the Schottky plot

at the high bias voltage region and the asymmetry characteristic signifies the domination of

Schottky emission compared to the other conduction mechanism. We used the following

Richardson-Schottky equation to understand the I-V characteristics [42]:

I = AB∗T2exp[−qϕB +
q

kT

√
qE

4πϵi
] (7.1)

Where, A = Conduction area, B∗ = Effective Richardson constant (4πqm∗
nk2

0
h3 ), T = Ab-

solute Temperature, k = Boltzmann constant, q = electric charge, E = V
d , d = NiO film

thickness, ϕB = Schottky barrier, ϵi Dielectric constant of NiO.

After taking logarithm on both sides, the equation 7.1 reflect as:
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Figure 7.5: (a) The double logarithmic I-V plot and (b) ln(I) vs V1/2 plot with liner fitting
for first positive voltage scan of pristine.

ln(I) = ln(AB∗T2)− qϕB

kT
+

q
kT

√
q

4πϵid

√
V (7.2)

The intercept value at the ln (I) axis after linear fitting of the Schottky plot in positive

and negative bias at higher field region (Fig. 7.5(b)) (0.9 V→ 2 V) provides the Schottky

barrier height. In this case, we used the Richardson constant as B∗ = 119.8 K/K2.cm2 by

considering m∗
n = 1.0 and m0 = 9.1 × 10−31 Kg. The variation of the Schottky barrier with

the number of cycles for positive and negative voltage sweep of pristine and sample B is

shown in Fig. 7.6(a) and 7.6(b), respectively. The energy band diagram of Schottky contact

is illustrated in Fig. 7.6(c). In pristine, the Schottky barrier decreases with the increase of

the number of cycles for both positive and negative bias. The obstruction for the carrier

reduces due to the decrease in the Schottky barrier at the interface. Hence, the reduction of

ϕB with increasing cycle increases the conduction in pristine for both positive and negative

voltage sweep. In contrast, the decrease of the current with the number of cycles in sample

B is due to the increase of the Schottky barrier at the interface for both positive and negative

voltage sweep. The increase in the barrier height may be attributed to the creation of defects

by Cu ion implantation in the NiO thin films. The carriers need more energy to overcome
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the barrier height, which yields a decrease in the current conduction in sample B. Hence, the

prevailing conduction mechanism in analog RRAM devices is governed by the interface-

dominant Schottky effect rather than filament formation.

Figure 7.6: The variation of Schottky barrier with the increase of number of cycles in (a)
pristine, (b) sample B for positive and negative voltage scan. (c) The schematic of Schottky
contact at NiO/Ag interface.

Sample C shows the digital bipolar resistive switching in the same voltage sweeping

range (-2 V → 0 V →2 V and 2 V → 0 V → -2 V), as shown in Fig. 7.7(a). An elec-

troforming process was observed at the lower voltage region due to the presence of high

vacancy defect concentration in the sample, induced at high Cu ion fluences. The higher

fluence sample is transformed into a digital RRAM device through the electroforming pro-

cess, whereas pristine and lower fluence samples (sample B) show the signature of analog

switching. After electroforming, the current jumps at 0.54 V for the first cycle and reaches

the LRS state, defining it as a SET process. The device moves from LRS to the HRS at -

1.15 V by dropping the current abruptly, defining the RESET process. The SET and RESET
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Figure 7.7: (a) The current-voltage curve of the 1st, 25th, 50th, 75th, and 100th cycles of
sample C, (b) The LRS andHRS state with an increasing number of cycles for the endurance
test of sample C. The HRS and LRS was read at 0.3 V.

cycles of the memristor (sample C) are clearly observed in Fig. 7.7(a). The SET voltage

increases with increasing the number of cycles, while the RESET voltage reduces for the

higher one with respect to the initial cycle. The hysteresis developed drastically in sample

C compared to pristine sample and sample B. The mechanism of such an abrupt change of

current at the SET and RESET point is understood in the next section through the vacancy

filamentary model. Now, the endurance of the device is examined by plotting the HRS

and LRS with the increasing number of cycles, as shown in Fig. 7.7(b). The current was

read at 0.3 V. The graph shows that HRS exhibits a fluctuation with the number of cycles,

indicating the requirement of more cycles for stability, whereas the LRS is relatively sta-

ble. The clear ON-OFF is sustained up to the 100th cycle. The gradual increase in the gap

between LRS and HRS (as shown in different color regions) suggests that the device can

store information for a long period of time. Hence, ion implantation with proper ion energy

and species can be an alternate technique to improve the endurance capability of RRAM

devices.

The schematic of the filamentary model through oxygen vacancy for understanding the
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Figure 7.8: The schematic of the proposed filamentary model for the (a) zero bias, (b) SET,
and (c) RESET process in digital resistive switching of sample C.

current conduction mechanism in sample C is shown in Fig. 7.8. Lee et al. [43] reported

that lower formation energy is required for oxygen vacancy than Ni vacancy, and the certain

configured oxygen vacancies form clusters help to form the conducting path. In sample C,

high fluence boosts the sufficient number of vacancies in the matrix, which helps in filament

formation. In zero bias condition (Fig. 7.8(a)), no vacancy filament formed, although a lot

of vacancy defects are already present in the system. After applying the sufficient positive

bias voltage, the vacancies and oxygen ions are generated. The oxygen ions will migrate

toward the Ag electrode due to high drift velocity compared to vacancies. The existing large

amount of induced and generated vacancies in the matrix accumulate to form the vacancy

filament. The path between the top and bottom electrode is completed through the formation

of vacancy filament at the SET point (Fig. 7.8(b)), and the current jumps abruptly to reach

the LRS state. In the RESET process, the oxygen ions migrate back toward the bottom elec-

trode. Duringmigration, they recombine with the oxygen vacancies. The quick annihilation

of the vacancies will rupture the filament (Fig. 7.8(c)), and the current will drop sharply at

the RESET voltage. Hence, the formation and rupture of the vacancy filament explain the

174



7 Resistive switching and Terahertz conductivity in 100 keV Cu ion implanted NiO thin
films

SET and RESET process of the ITO/NiO/Ag device (implanted with a sufficient high flu-

ence of 2×1016 ions/cm2). The analog switching is modulated by the interface-dominated

Schottky effect at the NiO/Ag and ITO/NiO interface, whereas the bulk-dominated vacancy

filamentary model influences the digital switching in sample C. The NiO film is modified

by the creation of a lot of vacancy defects using Cu ion implantation, which plays the un-

derlying role of transforming analog to digital switching of ITO/NiO/Ag device after the

threshold fluence.

7.5 Second Part: Optical Properties and THz Dynamics

To understand the THz dynamics of 100 keV Cu ion-implanted Si/SiO2/NiO thin films, we

first do ion beam simulations to understand the effect of implantation in the matrix. Then,

subsequently observing the surface morphology, phase identification, and optical properties

through PL and CL spectra to identify various kinds of defects, we analyze the nature of

THz optical conductivity with ion fluences and correlate them with defects.

7.5.1 SRIM and TRIDYN Simulations

The variation of dpa with target depth, calculated from SRIM simulations [44], are shown

in Fig. 7.9(a). The option “ Detailed Calculation with full Damage Cascades” was im-

plemented for simulation in the version ’SRIM 2013’. The inset of Fig. 7.9(a) shows the

simulation result of deposited energy and Cu ion range vs target depth. dpa is calculated

using the Eq. 6.1, as presented in chapter 6. Fig. 7.9(a) shows that the damage increases

with ion fluences, and maximum displacement of the host atoms occurs at a depth of 20 nm

for all the fluences. The maximum dpa is observed in 2×1016 ions/cm2 fluence (highest

fluence) sample. The projected range of Cu ions is around 35 nm, where the maximum ions

deposit their energy at a depth of 20 nm, as shown in the inset of Fig. 7.9(a). The energy

deposition depends on the Se and Sn value of the incident ions. The SRIM-TRIM [45] cal-
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Figure 7.9: (a) The variation of displacement per atom with respect to target depth for dif-
ferent ion fluence, calculated using SRIM simulations. The inset shows the SRIM simulated
deposited energy and ion range vs. target depth. The TRIDYN simulation for (b) partial
sputtering yield, (c) surface recession, and (d) surface atomic fraction with ion fluences.

culated Se and Sn values for 100 keV Cu ions in NiO are 203.8 keV/µm and 2286 keV/µm,

respectively. Nuclear energy loss dominates over electronic energy loss: more than 11

times of Se. So, it is more probable to displace the host atoms through elastic collisions

from their lattice site to create vacancy defects. The ionic radius of Cu2+ (0.73Å) is com-

parable to the ionic radius of Ni2+ (0.69Å) . It is also possible that Cu can substitute the

Ni atoms and occupy the substitutional site. Cu can also sit at the interstitial site. The ions

are more capable of displacing the host atom at a depth of 20 nm, as deposited energy is

maximum at this depth, as seen in Fig 7.9(a). After this depth, dpa gradually decreases
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with the decreasing of the deposited energy up to the depth of the ion range. The dynamic

simulation of partial sputtering yield, surface recession, and surface atomic fraction with

increasing ion fluences are shown in Fig. 7.9(b-d), respectively. The sputtering yield of

O is significantly higher than Ni up to the fluence of 5×1015 ions/cm2. The sputtering of

Ni and O atoms reaches a steady state for the higher fluence (1-2×1016 ions/cm2). This

yields that there might be non-proportionate Ni and O atoms near the surface. The surface

recession increases with ion fluences. The recession is nearly 40 nm at the highest fluence

(Fig. 7.9(c)). This indicates that the sputtering dominates up to this depth. Further, the

atomic fraction of Ni and O atoms is equal for pristine sample, but the atomic fraction of Ni

increases with respect to the O atom with the increasing of ion fluences. This verifies the

non-proportionate atomic elements near the surface due to sputtering. As O is lighter than

the Ni atom, the relative decrease of O atomic fraction with fluences occurs due to higher

sputtering than the Ni atom.

7.5.2 Surface Morphology and Structural Analysis

Figure 7.10: The surface morphology of (a) pristine, (b) 5×1014 ions/cm2, (c) 5×1015

ions/cm2, (d) 1×1016 ions/cm2, and (e) 2×1016 ions/cm2. (f) shows the cross-sectional
FESEM to get the thickness of pristine.
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The surface morphology for pristine and implanted samples is shown in Fig 7.10(a-e),

respectively. The thickness of pristine sample is measured to be 190 nm, as shown in Fig.

7.10(f). Fig. 7.10(b-e) for the implanted samples reveal that the NiO film remains nearly

uniform all over the surface even after implantation. The particles on the surfaces become

loosely bound to each other with increasing ion fluences compared to pristine sample.

Figure 7.11: (a) The XRD spectra of pristine and implanted samples in the fluence range of
5×1014 ions/cm2 - 2×1016 ions/cm2, (b) The variation of crystallite size and microstrain
with ion fluences, (c-e) The shifting of the XRD peak position of 62.89◦, 43.28◦, and 37.25◦
with increasing ion fluences, respectively.

The XRD pattern for pristine and implanted samples is shown in Fig. 7.11(a). The

peaks observed for the highest fluence are 37.21, 43.29, 62.87, 75.41, and 79.49◦, match-

ing well with the standard JCPDS number 780429. These peaks correspond to the (111),

(200), (220), (311), and (222) planes, respectively, of the face-centered cubic structure of
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NiO with a space group of Fm3̄m. The peaks at 51.98, 53.10, 54.02, and 56.10◦ (211),

(corresponding planes (210), (211), (114) and (105), respectively) of SiO2 substrate also

appeared in the spectra (JCPDS number 893608). The variation in crystallite size and mi-

crostrain is shown in Fig. 7.11(b). The crystallite size and microstrain are calculated using

the Scherrer equation as mentioned in equation 5.1 and 5.2, respectively. The crystallite

size decreases with increasing Cu ion fluences, whereas the microstrain increases with flu-

ences. The decreasing crystallite size occurs due to the increase in the defect states (such

as vacancy, interstitial, and substitutional defects) in the matrix. The significant XRD peak

shifting with ion fluences of the intense peak at 62.89, 43.28, and 37.25◦ are shown in Fig.

7.11(c-e), respectively. The peak shifting improved towards the exactitude peak position

referenced in the standard JCPDS. This means that the increasing defects, resulting in the

increase of damage and strain, play a role in shifting the peak positions with ion fluences.

7.5.3 Optical Properties

PL Studies

PL emission is very sensitive and responds differently depending on the structure of the

material and the presence of defects in the matrix. The PL spectra at room temperature

for pristine and implanted samples for different ion fluences in the wavelength range of

350 -650 nm are shown in Fig 7.12(a). The typical deconvoluted PL spectra for pristine

are presented in Fig 7.12(b). The spectra are deconvoluted into three peaks at 429, 510,

and 574 nm, and their corresponding variation of integrated intensity with ion fluences are

illustrated in Fig. 7.12(c-e), respectively. The violet emission at 429 nm is attributed to

the electronic transition of the trapped electron from the Ni interstitial (Nii) state to the va-

lence band [46]. The increasing trend of integrated intensity suggests that the Ni interstitial

defect states increase with ion fluences. Jiang et al. [47] reported that the 510 nm green

emission corresponds to the Ni vacancy related to deep-level emission. The probability of
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Figure 7.12: (a) The PL spectra of pristine and implanted samples, (b) The typical decon-
voluted PL spectra of pristine, The variation in integrated intensity with ion fluences for the
peak position at (c) 429, (d) 510 and (e) 574 nm.

the origination of this green emission due to O vacancy can not be neglected [46, 48]. The

intensity of the green emission largely depends on the concentration of Ni or O vacancy.

During vacuum annealing, the production of vacancy is more favorable than interstitial de-

fect. From our sputtering simulation (Fig. 7.9(b)), we observed that the Ni and O atoms are

sputtered out from the surface, contributing to forming the corresponding vacancies. So,

the presence of Ni and O vacancies may be responsible for this emission. The recombina-

tion between the electrons trapped at the shallow level seated just below the CB and holes

trapped in deep-level O vacancies can be attributed to this emission [46]. The integrated in-
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tensity for the visible emission band increases with ion fluences, which suggests that the Ni

and O vacancies also increase with fluences. The 574 nm emission band is also attributed

to oxygen vacancies [49], and the vacancy defects are increased with ion fluences, as seen

in Fig. 7.12(e). From PL, we observed that O vacancies dominate over Ni vacancies, as the

sputtering of O is higher than Ni. So, the vacancy and interstitial defects can affect the THz

transmission and the optical conductivity of the samples.

CL Studies

The luminescence signals based on CL have been reported hardly for NiO. The CL spectra

for pristine and implanted samples with the variation of the ion fluences are shown in Fig.

7.13(a). The spectra of pristine sample are deconvoluted into three peaks at 445 (2.78 eV),

481 (2.57 eV), and 652 nm (1.90 eV), as shown in Fig. 7.13(b). The corresponding change

in the integrated intensity of the CL peaks with fluences is exhibited in Fig. 7.13(c-e),

respectively. The luminescence emission of metal oxide is generally of two kinds: (i) near-

band edge emission due to electron-hole recombination between CB and VB and (ii) deep-

level defect emission in the visible region. The emission peak at 445 nm is attributed to

the transition of T1
2g → A3

2g, Ni interstitials, or double ionized Ni vacancies, as reported by

Taeno et al. [50]. The parity and spin consideration forbids the d-d transition, but the pres-

ence of different defect states allows them by lowering the symmetry [51]. The lowering of

crystal symmetry due to local noncubic distortions and surface-induced defects (as seen in

SRIM and TRIDYN simulations) is also responsible for the enhancement of luminescence

in NiO sample. The intense visible CL emission band peak at 481 nm can be associated with

defect-induced states such as Ni vacancies, Ni2+ defect states, or crystal field d-d transition

[50]. This emission arises from the inter-band transition due to defects such as O vacancies,

Ni interstitials, or other impurities with incomplete bonding [52]. The direct electron-hole

recombination of Ni-d orbital in CB to O-p orbital in the vacancy state is also another pos-
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Figure 7.13: (a) The CL spectra for pristine and implanted samples, (b) The typical decon-
voluted CL spectra for pristine, (c-e) The integrated CL intensity of the deconvoluted peak
at 445, 481, and 652 nm, respectively, The shifting of intense CL peak at (f) 481 and (g)
445 nm with ion fluences.

sible transition for this emission. The band emission at 652 nm is related to the presence

of oxygen vacancies [49], which is induced with ion fluences in the matrix. The integrated

intensity of 445 and 481 nm peaks increases with ion fluences, whereas the 652 nm peak

shows a decreasing trend after the fluence of 5×1015 ions/cm2. The enhancement of the

integrated intensity of the blue and green emissions signifies that the Ni interstitials, Ni,
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and O vacancy defects increase with ion fluences. The peak shifting of the green and blue

emission with fluences are shown in Fig. 7.13(f) and 7.13(g), respectively. The green emis-

sion shifts to 513 nm for the highest fluences, which lies in the visible PL band emission

(510 nm). For blue emission, it shifts to 454 nm. Ashish et al. reported that the blue emis-

sion at 454 nm is responsible for the radiative electronic transition from doubly ionized Ni

vacancy states to holes in VB [46].

Raman Studies

Figure 7.14: The room temperature Raman spectra of pristine and Cu ion implanted samples
in the fluence range of 5 × 1014 ions/cm2 to 2 × 1016 ions/cm2.

The room temperature Raman spectra of pristine and Cu ion-implanted NiO are shown

in Fig. 7.14. The Raman active modes are found at 193 (1P), 450 (1P), 670 (2P), 810 (2P),

1367 (2M1), and 1585 (2M2) cm−1. The defects due to oxygen vacancies, which lowered

the symmetry of the lattice, are attributed to the arising of the 1P mode at 193 cm−1 [53].
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The TO phonon mode occurs at 450 cm−1 [54], which is gradually abolished with ion

fluences. This peak arises due to the magnetostriction effect. The weak peak observed in

pristine at 670 cm−1 is attributed to TO(X)+LA(X)mode [55]. The two broad peaks at 1367

and 1585 cm−1 corresponds to two-magnon (2M, we call it 2M1 and 2M2, respectively)

mode [55]. The 2M modes gradually decrease with ion fluences. Fig. 7.14 shows that

the two modes apparently merged into one mode to the fluence 5 × 1015 ions/cm2 and

completely broadened at the highest fluences. The disappearance of this mode suggested

the destruction of the magnetic ordering. Since the defect states increase with ion fluences,

there will be a change in the spin alignment around the defects, resulting in the net moment

in antiferromagnetic NiO. This 2M scattering in NiO, which is related to Brillouin zone-

edge magnons, interacts weakly with phonons. The broadening of this mode involves the

substitutional disorder in the matrix [54]. The probability of substitution of Ni by Cu is

higher at the highest fluence sample due to the increase of a huge number of Cu implantation

in NiO than the lower fluence samples. Hence, the broadening of 2M mode appears in NiO

due to the induction of substitutional disorder in the matrix by Cu ions.

7.5.4 THz Properties

Figure 7.15(a) shows the THz transmittance at room temperature as a function of frequency

for pristine NiO and implanted samples. Pristine shows the transmission dip (absorption) at

a frequency of 1.09 THz, while it is shifted to 1.16 THz for the highest fluence sample. The

increasing of vacancies, Ni substituted by Cu, and Cu interstitial defect states in the matrix

(which led to the shift of diffraction peak to the exactitude position with ion fluences) may

be responsible for such kind of THz absorption shifting. For further understanding, real

conductivity is calculated from the THz transmittance signal. The higher real conductiv-

ity at a certain THz frequency signifies that at that frequency, the interaction of the THz

pulse with the material is high. In the lower frequency region of real conductivity spectra,
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the Drude characteristic is present, which is due to mainly free carriers. The peak at reso-

nance frequency indicates a Lorentzian behavior due to mainly bound carriers. Hence, to

understand the interaction of THz pulse with free and carriers of the sample, we fit the real

conductivity with the Drude-Lorentz (D-L) model (shown in Figs. 7.15(b)) as follows [56]:

Figure 7.15: (a) The THz transmission spectra for pristine and implanted samples in the
fluence range of 5×1014 - 2×1016 ions/cm2 at room temperature, (b) The real optical con-
ductivity with THz frequency for pristine and implanted samples, found from transmission
spectra.
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ω2 + τ2
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2 − ω2
0)

2
] (7.3)

The first term in Eq. 7.3 signifies the Drude term, which is related to free charge carriers,

and the second part is the Lorentzian term. Here, ωp1 and ωp2 are the plasma frequencies

for free and bound charge densities, respectively. τ1, and τ2 are the scattering time of free

and bound charges, and ω0 is the peak frequency.

The peak of the real part of the optical conductivity shifts from 1.13 THz to 1.2 THz for
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Figure 7.16: The variation of (a) scattering time and (b) plasma frequency for free and
bound charges with ion fluences

pristine to highest fluence sample. This shifting may be attributed to the creation of defects

in the matrix due to implantation.

Figure 7.17: The calculated band structure of (a) pristine, (b) O vacancy, (c) Ni vacancy, (d)
Ni substituted by Cu, and (e) Cu interstitial associated NiO, respectively. The black dashed
line along zero is the Fermi level.

It is observed that the real conductivity (RC) peak around the THz region is well simu-

lated using the D-L model. The implantation of Cu ions creates a large number of defects in

the system. We observed from the simulation that the damage significantly increases with
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Figure 7.18: The calculated total, orbital, and Ni-d orbital decomposed DOS of (a,b) pris-
tine, (c,d) O vacancy, (e,f) Ni vacancy, (g,h) Ni substituted by Cu, and (i,k) Cu interstitial
associated NiO, respectively.

increasing ion fluences, which affects the crystal quality. The crystallite size decreases with

fluences. The enhanced strain and defects with ion fluences shift the optical conductivity

and THz transmittance [21]. Optical conductivity is associated with carrier density, which

can give an idea about scattering time and plasma frequency with ion fluences. The varia-

tion of scattering time and plasma frequency for free and bound charges with ion fluences

can be seen in Fig. 7.16(a) and 7.16(b), respectively. The scattering time for free and bound

charges increases for lower fluences and decreases for higher fluences. The carrier density
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is low for lower fluences and relatively high for higher fluences as damage and various

defect states increase with Cu ion fluences. Hence, the interaction frequency between THz

signal and defect states is low for lower fluences and high at higher fluences. The plasma

frequency depends on carrier density (n) and effective mass (m∗) (as, ω2
p = ne2

ϵ0m∗ ). The

competition between carrier density and effective mass influences the variation of plasma

frequency. The low carrier density and high effective mass decrease the plasma frequency

at lower fluence samples and increase it at higher fluence samples due to significantly in-

creasing carrier density with increasing defects in the matrix.

Now, we need to understand such kind of THz interaction through theoretical band

structure and DOS for pristine and defect-associated structures, calculated and shown in

Fig. 7.17 and 7.18, respectively. The bandgap of pristine is 3.28 eV (Fig. 7.17(a)), close

to the indirect bulk bandgap of antiferromagnetic NiO. The spin-polarized calculation with

Hubbered onsite Coulomb repulsion correction between the electrons of Ni-d orbital shows

that the up and down spin bands overlap each other, indicating no net moment. Oxygen va-

cancy also doesn’t generate moments (Fig. 7.17(b), but it creates a vacancy state between

CB and VB, which narrows down the gap. The moment generation is associated with Ni va-

cancy (Fig. 7.17(c)), Ni substitution by Cu (Fig. 7.17(d)), and Cu interstitial (Fig. 7.17(e))

defects. The Fermi level remains near the VB for Ni vacancy and substitutional defects, but

it shifts to near the CB for Cu interstitial defects. An extra moment (-0.929 µb) is generated

due to Cu interstitial. The combined effect of Cu interstitial, substitutional, and vacancies

greatly increases the carrier density through the generation of defect states in the matrix,

which helps to increase the plasma frequency for higher fluence than the lower fluences.

The increased carrier concentration at the highest fluence increases the collision frequency

and hence reduces the scattering time. Now, the electron density of states can give a clear

picture of orbital information of the carrier density. The VB mainly consists of O-p and

Ni-d orbitals; in contrast, the Ni-d orbital has a major contribution to forming the CB in
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pristine (Fig. 7.18(a and b)) and all the defect-associated structures. The defect states of

oxygen vacancies (Fig. 7.18(c and d))(equal contribution from up and down spin), Ni sub-

stitution (Fig. 7.18(g and h)), and Cu interstitial (Fig. 7.18(i and k)) contribute to creating

the disorder in the system. The Ni vacancy (Fig. 7.18(e and f)) and Ni substitution by Cu

show significant defect states near the VB around the Fermi level. So, their role in affecting

the scattering can not be neglected. The defect in the system is related to the D-L model.

So, the frequency of carrier scattering events increases for higher fluences, resulting in a

decrease in the scattering time. The O vacancy is related to the narrowing of the gap. The

production of O and Ni vacancies (as evidenced by PL and CL spectra) is low in the lower

fluence region, which can lead to the lowering of the plasma frequency in this fluence. On

the other hand, the increased strain with the increase of interstitial and substitutional defects

with ion fluences mainly increases the carrier concentration and hence increases the plasma

frequency at higher fluences.

7.6 Summary

In summary, we investigated the analog to digital transformation of bipolar resistive switch-

ing in 100 keV Cu-implanted ITO/NiO/Ag devices. Pristine and sample B show analog

switching, but the digital switching characteristic developed in sample C. The Schottky

barrier is formed at the NiO/Ag and ITO/NiO interfaces. The observed analog switching

in pristine and sample B is interface barrier dominant due to the Schottky effect rather than

the bulk domination. The decrease and increase of ϕB for both the polarity increases and

decreases the current conduction in pristine and sample B with the increase of number of

the cycle, respectively. The sudden jump of current from OFF to ON and ON to OFF state

at SET and RESET voltage in sample C is elucidated by the formation and rupture of bulk-

dominated vacancy filamentary model. In this case, the high Cu ion fluence boosts the
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vacancies in sample C above the threshold vacancy concentration level, playing a crucial

role in exhibiting such digital switching.

On the other hand, the variation of THz transmission in the 100 keV Cu ion implanted NiO

samples with various ion fluences is observed due to the variation of vacancy, interstitial,

and substitutional defect states between CB and VB. These defects increase with ion flu-

ences, yielding a decrease in crystallite size and an increase in strain. The shifting of the

THz transmission dip and optical conductivity peak is associated with the shifting of the

XRD peak position towards the exactitude values with ion fluences. The shifting is also af-

fected by the increase of defects in the matrix. The carrier concentration tunes the scattering

time and plasma frequency for free and bound charges. The DOS calculation shows that

the strengthening of disorder with the presence of O vacancy (narrows the gap), Ni substi-

tution, and Cu interstitial increases the carrier concentration between CB and VB with ion

fluences. This increases the scattering frequency and hence decreases the scattering time

for higher fluences. The increased strain and carrier density due to increased defect states

is responsible for increasing the plasma frequency at higher fluences.
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Chapter 8

Summary and future prospects
8.1 Summary

This thesis delves into the diverse electronic and optical properties of rock salt crystals,

specifically focusing on MgO and NiO with low-energy ion-induced defects. The impact

of point defects within rock salt structures is explored, examining their influence onmemris-

tive, THz, and nonlinear optical devices. Point defects can be created in two ways: ion im-

plantation and chemical doping. Chemical doping results the randomly distributed defects

that cannot be precisely controlled externally. However, ion implantation offers a more

controlled approach to introduce defects at desired depths and areas in the target materials,

depending on the incident ion species and energy. Hence, point defects are introduced in the

rock salt structures using ion implantation rather than chemical doping. During low-energy

ion implantation, considerable heat is generated along the ion track due to both elastic and

inelastic energy loss. Elastic energy loss involves an increase in lattice temperature, while

the inelastic energy loss process raises the system’s temperature through electron-phonon

coupling. Given the significant heat generation associated with ion implantation, the thesis

also explores the impact of thermal heating on rock salt crystals concerning variations in

electronic and optical properties for improving various device functionalities. This chap-

ter summarizes the aforementioned findings and outlines potential future directions for re-

search.

Chapter 1 elucidates a concise introduction to existing research in this domain and an

exploration of the pivotal role played by ion implantation in managing defects to enhance
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device functionalities. Chapter 2 gives a brief outline of the experimental method and char-

acterization technique utilized in this thesis work. The chapter-wise summary and future

prospects are as follows:

Ni and Co Ion Implanted MgO Single Crystal

The one MeV Ni and Co ions are implanted in a rock salt single crystal MgO to study

the effect of point defects on modulating the optical and electronic properties. The MgO

single crystal was implanted in the fluence range of 5×1014 ions/cm2 to 1×1016 ions/cm2.

The SRIM simulations show that the maximum number of Ni and Co ions modify MgO up

to the depth of 574 and 577 nm, whereas the maximum energy depositions occur at 470 and

478 nm, respectively. In TRIDYN simulations, no signature of the saturation of sputtering

is observed at the highest fluences for both ions. The UV-Vis absorption spectra confirmed

the presence and evolution of F, F2, other O2 vacancy centers, and V-type color centers in

the matrix. The PL spectra also support the existence of vacancy and metal-assisted defect

centers in the matrix. The Ni and Co ion act as a controlling knob to induce these defects

to decrease the bandgap of MgO with increasing ion fluences. A band model is proposed

to understand various defect states. We also demonstrate the electronic transition between

CB and defect states and from defect states to VB using the band and DOS calculation

with the help of DFT to support the proposed band model. The Raman and FTIR spectra

were collected to study the induced vibrational modes in implanted samples. The Raman

mode is absent in pristine. The observed defect peaks in UV-Vis and PL spectra induce the

vibrational modes with ion fluences. We noticed that the overlapping of D and G bands

evolves with Ni and Co ion fluences. The calculated phonon band and DOS under the

framework of DFPT with the help of VASP find the origin of observed Raman scattering

at 237, 346, 409, 444, 499 cm−1 in the implanted samples. These peaks are originated

due to the vibration of Mg, O vacancy, and Mg substitution by Ni and Co-associated defect

states. The FTIR spectra identify the presence of functional groups due to the chemisorption
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of atmospheric constituents with MgO, stretching and bending vibration between host and

implanted ions.

RRAM of ITO/MgO/Ag Device

In this part, the effect of thermal annealing is employed to investigate the altering of the

RRAM properties of ITO/MgO/Ag devices. The FESEM micrographs show the cluster-

type surface morphology in pristine and 350◦C annealed samples. The AFM images ex-

hibit a similar kind of surface morphology with increasing roughness from 81 to 110 nm.

The peak at 42.86◦ in XRD spectra identifies the rock salt cubic phase of the MgO (200)

plane with a space group of Fm3̄m. The formation of native Mg and O vacancy centers

during crystal growth is confirmed by UV-Vis spectra. The MgO-based RRAM device is

constructed by sandwiching the oxide layer between the bottom ITO substrate and the top

Ag electrode. Schottky barriers are established at both interfaces, and annealing contributes

to a substantial increase in barrier height. The increment of height reduces the current con-

duction in annealed samples, signifying the low Joule heating effect. The annealed sample

exhibits a good memory reproducible window till the 100th cycle, whereas this property

lags behind in pristine. The endurance of pristine sustain till the 70th cycle, whereas in

comparison, the annealed sample shows the switching property even at the 100th cycle.

The bulk-dominated vacancy filamentary model with hopping conduction is adopted to ex-

plain the conduction mechanism in the memristive device.

Temperature Dependent NLOP of NiO Thin Films

This part of the thesis explores the nonlinear optical properties of pristine and ther-

mally annealed NiO thin films. The NLOP measurements were conducted using the Z-scan

technique. The FESEM images exhibit the surface morphology of the samples. The XRD

pattern identifies the rock salt cubic phase of NiO. The micro-strain and lattice constant

decrease with increasing annealing temperature. Annealing reduces disorder in the system,

leading to an increase in the bandgap. PL and CL spectra identify the defects and suggest
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a decrease in defects in the matrix with temperature. The increased bandgap is further dis-

cussed through theoretical band structure and DOS calculations. The upward shifting of

Ni-dx2−y2 and Ni-dz2 orbitals in CB increase the bandgap. The 400◦C annealed sample is

considered a better optical limiter compared to other annealed samples. The OA and CA of

NLOP are correlated with DFT calculations. Pristine and annealed samples exhibit the SA

and TPA in OA conditions. On the other hand, a self-defocusing effect with prefocal min-

ima and postfocal maxima is observed in CA conditions. The spin split d-d or d-p transition

in the sub-bandgap is responsible for such nonlinear behavior. The observed plasmonic ef-

fect in UV-Vis spectra is excluded due to the lack of sufficient excitation energy for the

resonant SPR to explain the NLOP.

Magnetocrystalline Anisotropy and RRAM of Au Implanted NiO Thin Films

This section studies the magnetocrystalline anisotropy and RRAM characteristics of

30 keV Au ion-implanted NiO thin films. The electronic energy loss dominates over the

nuclear loss for low-energy ions, leading to the creation of numerous defects due to the

dominant elastic collisions. SRIM simulations illustrate that the ion range is 18 nm, and the

maximum energy is deposited near 6 nm. Moreover, damage increases with ion fluences in

the system. The dynamic TRIDYN simulation findings indicate that the sputtering of Ni and

O atoms reaches a steady-state condition at higher ion fluences. Themodification of the sur-

face morphology with ion fluences is examined using FESEM images. The thickness of the

film reduces with the increasing ion fluences, which agrees well with the surface recession

calculations. XRD patterns reveal the preservation of the NiO (200) rock salt structure with

a cubic phase under the space group of Fm3̄m, even under low-energy ion bombardment.

The bandgap narrowing with ion fluences is incorporated with damage production during

implantation. Intrinsic defect production during crystal growth induces FM properties in

pristine sample. FM properties are further manipulated by the introduction of various va-

cancies and interstitial defects in NiO through ion implantation. The origin of FM properties
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lies in the interaction energy between uncompensated surface spins and the particle core.

The magnetization mechanism, blocking temperature, and bond disruptions caused by de-

fect production at the surface contribute to the modulation of magnetocrystalline anisotropy

in the system. Additionally, the RS properties of the constructed Si/NiO/Au RRAM device

are investigated. The Schottky barrier and p-n junctions form at NiO/Au and Si/NiO in-

terfaces, respectively. In negative bias conditions, the hysteresis is insignificant in pristine

sample but evolves in the implanted sample with ion fluences. Also, at the 100th cycle, the

current suddenly improved from pA to nA at the highest fluence sample because of over-

coming the threshold vacancies by ion implantation. On the other hand, in positive bias,

a drastic change of hysteresis at the highest fluence is observed at the 100th cycle. In our

proposed model, the variation of hysteresis and current in the memristor with ion fluences

for both forward and reverse bias is explained through the modulation in the depletion width

and Schottky barrier at the p-n junction and NiO/Au interface, respectively.

Analog to Digital RRAM, and THz Spectroscopy of Cu implanted NiO Thin Films

In this section, we investigated the Cu ion implantation effect in ITO/NiO/Ag devices,

specifically focusing on the transition from analog to digital bipolar resistive switching.

The crystal structure and phase identification of pristine and implanted samples are accom-

plished using the XRD spectra. The surface morphology is examined using AFM images.

The RRAM device is constructed by sandwiching NiO between the top Ag and bottom ITO

substrate. The Schottky barrier is developed at the NiO/Ag and ITO/NiO interfaces. We

found analog switching characteristics in pristine and sample B. However, in contrast, sam-

ple C exhibits the digital bipolar RRAM behavior. The interface-dominated Schottky effect

influences the analog switching. The reduction of the Schottky barrier with the number of

cycles is responsible for increasing current conduction in pristine sample. Conversely, the

decrease in current flow in sample B is attributed to the rising of the Schottky barrier height

with the increasing number of cycles. In contrast, the complete transformation of the current
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conduction mechanism, i.e., sudden jump and drop of current at SET and RESET point, in

sample C is associated with a bulk-dominated vacancy filamentary model. This is because

high Cu ion fluences boost the vacancies in the matrix above the threshold value for such

transformation.

This segment of the thesis also discusses the THz conductivity in 100 keV Cu ion implanted

NiO thin films. The low energy ion implantation modulates the crystal defect concentra-

tion to tune the THz optical properties of the films. SRIM simulations were employed to

calculate damages in NiO thin films, revealing an increase in damages with ion fluences.

PL and CL measurements identified the presence of various kinds of defects in the system.

Concerning optical properties, Raman spectra revealed a gradual diminishment of magnon

modes in the NiO film due to the increase of defects with ion fluences. The modulation of

THz transmission and optical conductivity with ion fluences is associated with increasing

defect concentration in the films. The variation of carrier density tunes the scattering time

and plasma frequency for free and bound charges. The theoretical band and DOS calcula-

tions for vacancy, substitutional, and interstitial defect-associated NiO show that the tuning

of defect states between CB and VB addresses the electronic reason for the variation of

scattering time and plasma frequency with ion fluences.

8.2 Future prospects

1. The correlation of band engineering with defect concentration between CB and VB

ofMgO felicitates the electronic transition states to improve the conductivity of MgO

from its insulating state. Further exploration is required to understand the improve-

ment of optical and electronic properties of MgO through extended defects, chemical

doping by Ni and Co, and ion implantation with other ion species and energies.

2. Annealing of MgO improves the endurance and RS property of the ITO/MgO/Ag
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devices. The swift heavy ion irradiation in MgO can give rise to the local heating

around the ion track for a very short period of time. The investigation of RRAM

device functionality with ion-irradiated MgO can be interesting.

3. The thermal annealing at different temperatures modulates the NLOP of NiO. The

heat generation by low or high-energy ion implantation through election phonon cou-

pling can tune the NLOP of NiO. Hence, the NLOP of NiO thin films with different

ion species and energies must be explored.

4. NiO, as another rock salt candidate for RRAM devices, exhibits altered magnetic

properties with varying crystal defects. The swift heavy ion irradiation, which in-

volves dominant electron-phonon coupling and local heating effects, can be applied

to tune both magnetic and RS properties in NiO.

5. Low-energy ion implantation effectively induces defects in NiO thin films, result-

ing in altering the optical properties in the THz time domain. This concept can be

extended by exploring different ion species and energies to investigate the THz prop-

erties of NiO.

6. The low-energy Cu ion implantation demonstrates the analog-to-digital switching in

NiO-based RRAM devices. Such transition should be investigated using other ion

implantation, spanning various ion energies from low to swift heavy ions.
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