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ABSTRACT

Understanding the atomic-level mechanisms can help us control chemical reactions and hence
the product selectivity. However, the experimentally measured rate constant often fails to cap-
ture the atomic-level mechanisms followed during a chemical reaction. In this context, various
state-of-the-art experiments as well as computational studies have been designed to under-
stand the mechanisms of chemical reactions. Computationally, the atomic-level mechanisms
followed in chemical reactions are investigated by mapping the potential energy profile for the
reactions that describe the variation of potential energy of a system along the reaction coordi-
nate. However, the progress of chemical reactions is accurately described by the dynamics of
the system. Hence, it is of fundamental interest to study the time evolution of the system to un-
derstand the detailed mechanisms, in particular when the dynamical effects are important. In
the present thesis, we investigate the atomic-level mechanisms of certain chemical reactions
by mapping their potential energy profiles using ab initio and density functional theoretical
(DFT) methods and by studying the dynamics of the systems using ab initio classical trajec-
tory simulations, where the necessary are computed on-the-fly at a specific level of theory.

In chapter 1, a brief introduction of various quantum mechanical methodologies and ab initio

classical dynamics simulation techniques used to study the reaction mechanisms is discussed.

Chapter 2 deals with stereomutation in tetracoordinated centers via stabilization of planar
tetracoordinated systems. The stabilization of planar forms of tetracoordinate carbon is an
active area of research from a fundamental point of view. However, the presence of a lone pair
of electrons on the central carbon atom and electron-deficient bonds inhibits the stabilization
of the planar tetracoordinated center (ptc). Thus, the stabilization of the ptc can be achieved
by (i) removal of the lone pair of electrons on the central atom, (ii) addition of σ -donor or
π-acceptor substituents, and (iii) addition of small rings to the system. In the present study,
we have proposed different model systems to stabilize the ptc, where the central carbon atom
is replaced by valence isoelectronic atoms from group 13, 14, and 15. We also found that, in
some of the proposed systems, possible isomerization between two tetrahedral isomers can be
achieved via a ptc and vice-versa.
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ABSTRACT

In Chapter 3, we investigated model systems where the transition between [R]- and [S]- stereo-
isomers without bond breaking is possible. Traditionally, the transition between two enan-
tiomers (R and S) is possible via a bond breaking pathway e.g., the SN2 reaction. In contrast,
the transition between the enantiomers via a planar structure involves a high energy barrier
and hence this pathway is generally not considered. Here, using ab initio methods, we have
designed model systems [XC4H4], (the central atom X was substituted with various valence
isoelectronic species from group 13, 14, and 15) where the planar structure acts as a transition
state or a stable intermediate for the interconversion between two tetrahedral isomers. The bar-
riers for interconversion between two tetrahedral isomers for these systems were found to be ≤
5 kcal mol−1. In addition, the ring opening pathways for the isomerization were also mapped
using ab initio methods. We have also proposed a chiral model system [SiCH2C(CH3)2BN],
where the barriers for transition between R- and S-isomers were found to be lower than via the
bond breaking pathways. Ab initio classical dynamics simulations performed on these systems
reveal that the isomerization between two tetrahedral isomers occurs via a planar structure.

In Chapter 4, the influence of second-order saddles on reaction mechanisms is investigated.
The thermal denitrogenation of 1-pyrazolines has been studied both experimentally and the-
oretically due to their unusual stereochemical preference during the formation of the cyclo-
propane products with a major single inversion of configuration. Recent studies revealed that
in the thermal denitrogenation of 1-pyrazoline, a fraction of trajectories accesses the higher
energy second-order saddle (SOS), avoiding the traditional transition state during the reaction.
In this study, we investigated the denitrogenation of 1-pyrazoline at higher available energies
to the system to understand the influence of the second-order saddle on the reaction mecha-
nisms. The dynamics of the system was found to be non-statistical. We also found that for
halo-substituted 1-pyrazolines, the energy difference between the transition state and the SOS
decreases, emphasizing the role of SOS in the reaction dynamics.

Chapter 5 reports the mechanisms and dynamics of the thermal deazetization of 2,3-diazab-
icyclo[2.2.1]hept-2-ene (dbh). Experimentally, the thermal denitrogenation of dbh shows an
unusual preference for forming the bicyclopentane product with a major double inversion of
configuration. In this context, computational studies carried out to understand the mechanism
for the denitrogenation of dbh were found to be sensitive to the level of theory, and the energy
profile for the asynchronous pathway could not be mapped completely. In the present study,
we performed detailed quantum chemical calculations and ab initio classical dynamics sim-
ulations to investigate the mechanisms and dynamics of the denitrogenation of dbh. It was
found that DFT methods were inadequate to describe the reaction pathways. Using multirefer-
ence wavefunction methods, we successfully mapped the complete energy profile for the syn-
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ABSTRACT

chronous and the asynchronous pathways. The barriers for the synchronous and asynchronous
denitrogenation pathways were similar (∼ 37 kcal mol−1 at the CASSCF(4,4)/6-31+G* level)
and indicate that the reaction can follow both the pathways. Ab initio classical dynamics sim-
ulations revealed the reaction followed both the synchronous and asynchronous pathways and
resulted in the formation of the bicyclopentane with a major double inversion of configuration
consistent with the experimental observation.
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INTRODUCTION

C hemical reactions are ubiquitous in nature. In general, a minimum amount of en-

ergy known as the activation energy (Ea) is required for a reaction to happen. This

energy can be provided to the system thermally, photochemically, or by applying

external force to the system. Thermal reactions require the supply of energy to the system in

the form of heat, whereas photochemical reactions can take place via electronic or vibrational

mode excitation of the system depending upon the light source used i.e. ultraviolet (UV) or in-

frared light source respectively. Since, the reactions in laboratory are usually carried out under

conditions of thermal equilibrium, the experimentally measured rate constants often fails to

capture the atomic-level mechanisms. In this regard, various experimental and computational

techniques have been developed to study the reaction mechanisms.

Using computational methods to understand reaction mechanisms can help us know the

possible pathways before hand and hence allow us to tune the reaction parameters to obtain

the desired products. Over a period of time, different computational methodologies using quan-

tum, classical, and semi-classical approaches have been used to study reactions, depending

upon the nature and size of the system. In general, chemical reactions can be studied compu-
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tationally by considering the energetics, and dynamics of the reactions.

1.1 Energetics

The time-independent Schrödinger equation (TIDSE) for a given molecular system of M elec-

trons and N nuclei is given as1,

ĤΨ(⃗r, R⃗) = EΨ(⃗r, R⃗) (1.1)

where Ĥ is the Hamiltonian operator for the system, Ψ is the total wave function, and E is the

energy of the system. The total wave function of the system, Ψ is a function of both electronic

(⃗r) and nuclear (R⃗) coordinates. The Hamiltonian operator can be expanded as,

Ĥ =− ℏ2

2me

M

∑
i

∇2
i −

ℏ2

2

N

∑
α

∇2
α

Mα
− e2

4πε0

M

∑
i

N

∑
α

Zα
riα

+
e2

4πε0

M

∑
i

M

∑
j>i

1
ri j

+
e2

4πε0

N

∑
α

N

∑
β>α

ZαZβ

Rαβ

(1.2)

Here ℏ is h
2π , where h is the Planck’s constant, me and Mα are the masses of electrons and

nucleus α respectively, and ε0 is the permitivity of free space. riα is the distance between

electron i and nucleus α , ri j is the distance between electrons i and j, and Rαβ is the distance

between nuclei α and β . The terms − ℏ2

2me

M
∑
i

∇2
i and −ℏ2

2

N
∑
α

∇2
α

Mα
represent the kinetic energy

of electrons and nuclei respectively. − e2

4πε0

M
∑
i

N
∑
α

Zα
riα

represents the electron-nucleus attraction,

whereas e2

4πε0

M
∑
i

M
∑
j>i

1
ri j

and e2

4πε0

N
∑
α

N
∑

β>α

Zα Zβ
Rαβ

are the electron-electron and nuclear-nuclear repul-

sion terms respectively. As the nuclei are much heavier than the electrons, they move slowly

compared to the electrons. Hence, the electrons can be considered as moving in the field of

fixed nuclei, and the electronic and nuclear motions can be assumed to be separated. This

is known as the Born-Oppenheimer approximation. The total wave function of the system,

Ψ(⃗r, R⃗) can then be written as,

Ψ(⃗r, R⃗) = ψelec(⃗r; R⃗)Φnucl(R⃗) (1.3)
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where ψelec(⃗r; R⃗) is the electronic wave function that parametrically depends on the nuclear

coordinates (R⃗), and Φnucl(R⃗) is the nuclear wave function. For a fixed nuclear geometry, the

kinetic energy of the nuclei can be neglected and the last term of Eq. 1.2 becomes a constant.

Then, the electronic Hamiltonian Ĥelec for the system can be written as,

Ĥelec =− ℏ2

2me

M

∑
i

∇2
i −

e2

4πε0

M

∑
i

N

∑
α

Zα
riα

+
e2

4πε0

M

∑
i

M

∑
j>i

1
ri j

(1.4)

and, the nuclear-nuclear repulsion term as,

Vnucl-nucl =
e2

4πε0

N

∑
α

N

∑
β>α

ZαZβ

Rαβ
(1.5)

The electronic Schrödinger equation can now be written as,

Ĥelecψelec(⃗r; R⃗) = Eelecψelec(⃗r; R⃗) (1.6)

where, Eelec is the electronic energy of the system. Therefore, the total energy of the system

for a fixed nuclear position can be written as,

U(R⃗) = Eelec(⃗r; R⃗)+
e2

4πε0

N

∑
α

N

∑
β>α

ZαZβ

Rαβ
(1.7)

For a fixed nuclear position, the total energy U as a function of R⃗ constitutes the potential

energy surface (PES) for a system.

However, it should be noted that Eq. 1.6 cannot be solved exactly for multi-electron sys-

tems and hence different approximations are used. A brief description of some of the ap-

proaches used in this thesis are given below.

(i) Hartree-Fock Theory:

In the Hartree-Fock (HF) approximation, the electron-electron repulsion is treated in an aver-

age way i.e. an electron experiences the average field due to the presence of all other electrons.

The ground state wave function of an M-electron system, is written in the form of a Slater

determinant.1

|Ψ0⟩= |χ1χ2...χM⟩ (1.8)

3



INTRODUCTION

Here, χi represents the spin-orbital of ith electron. The HF equation for a spin-orbital can then

be written as,

f (i)χ(xi) = Eχ(xi) (1.9)

Here, f (i) is the Fock operator and in the atomic-units, it can be written as,

f (i) =−1
2

∇2
i −

N

∑
α

Zα
riα

+ vHF(i) (1.10)

where, vHF(i) is the average potential that the ith electron experiences due to the presence of

other electrons. From the variational principle, the best wave function will be the one which

gives the lowest ground state energy for the system. The HF equations are solved iteratively

until self-consistency is reached.

It should be noted that, in reality the motion of the electrons are correlated. Therefore, the

energy obtained using the HF method is always greater than the exact non-relativistic energy

(E0) of the system. Assuming that the HF energy is obtained in a complete basis, the difference

in energy between E0 and the HF energy is defined as the correlation energy of the system.

Ecorr = E0 −E0 (1.11)

Since the HF energy E0 is always greater than the E0, the correlation energy is negative. The

electron correlation can further be understood in terms of static and dynamic correlations. The

instantaneous correlation between the motion of electrons accounts for the dynamic correla-

tion of the system. On the other hand, in cases when a single Slater determinant can no longer

represent the system (for instance, when we have degenerate states), the correlation is termed

as static. This can be well understood by considering the example of H2 molecule. The cor-

relation between the electrons is purely dynamic at the equilibrium geometry of H2, whereas

the static correlation gradually increases on increasing the distance between the two H-atoms.

Different methods to account for the static and dynamic correlation have been reported in the

literature.
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(ii) Configuration Interaction:

The Configuration Interaction (CI) method can be used to overcome the deficiencies of the HF

wave function. In the CI method, all possible excitations arising due to the promotion of one

or more electrons from the occupied to unoccupied molecular orbitals is taken in account. The

full CI wave function can be written as1,

|ΦCI⟩= c0 |Ψ0⟩+∑
ar

cr
a |Ψr

a⟩+ ∑
a<b
r<s

crs
ab |Ψ

rs
ab⟩+ ∑

a<b<c
r<s<t

crst
abc

∣∣Ψrst
abc

〉
+ ... (1.12)

where |Ψ0⟩ is the ground state HF determinant, and |Ψr
a⟩,

∣∣Ψrs
ab

〉
,
∣∣Ψrst

abc

〉
... account for the

single, double, triple... excitation of electrons respectively. The CI wave function can also

be written as a linear combination of the HF wave function and all possible excited-state

configuration state functions, CSFs (which are eigen functions of both Ŝz and Ŝ2 operators),

ΦCI = c0Ψ0 +∑
k

ckΨk (1.13)

Given the trial wave function ΦCI in the complete basis, the energy calculated using the CI

method will be same as that obtained by solving the many electron Schrödinger equation.

However, it should be noted that the number of CSFs increases considerably with the number

of electrons and the number of basis functions for the system. Hence, it becomes practically

impossible to perform a full CI calculation even for a small system. To overcome this problem,

different methods which include truncation of the excited configurations have been proposed

in literature. For eg. CI with singles (CIS) means only the single excitations are included,

whereas CI with singles and doubles (CISD) includes both singly and doubly excited configu-

rations.
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(iii) Multi-configuration Self-Consistent Field Method:

In the Multi-configuration Self-Consistent Field (MCSCF) approach, the molecular wave func-

tion is written as a linear combination of CSFs.2 In this method, both the expansion coeffi-

cients of the CSFs and the coefficients in the molecular orbitals are varied simultaneously to

minimize the variational integral. Since both the CSF and orbital coefficients are varied, the

amount of calculation for MCSCF methods is large. However, advances in different methods

for computing MCSCF wave functions have led to its wide usage.

The most commonly used MCSCF method is the Complete Active-Space Self-Consistent

Field (CASSCF) method. In this method, the orbitals are divided into a set of active, inactive,

and virtual orbitals (Figure 1.1). The electrons that are not present in the inactive orbitals are

Figure 1.1: Characterization of orbitals into inactive, active, and virtual spaces in a CASSCF
calculation.

referred as active electrons. The inactive orbitals are doubly occupied and the virtual orbitals

remain unoccupied in all the CSFs. In the CASSCF method, all possible excitations (which

give the same spin and symmetry as the state under consideration) of the active electrons in the

active orbitals are taken into consideration to generate the CSFs. The CASSCF wave function

is written as a linear combination of all the CSFs (Φi) that are formed by exciting the active

electrons to the active orbitals.

ψCASSCF = ∑
i

biΦi (1.14)
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The MCSCF calculation is then performed to get the optimum orbital and expansion coef-

ficients. The CASSCF method takes care of the static correlation of electrons, but fails to

account for the dynamic correlation of the system.

One way to account for the dynamic correlation of electrons is the Complete Active-Space

Perturbation Theory (CASPT2). In the CASPT2 method, the Hamiltonian is written as,

Ĥ = Ĥ0 +λ Ĥ ′ (1.15)

where, Ĥ0 is the zeroth-order Hamiltonian and Ĥ ′ is the perturbation with a small perturbation

parameter λ . Here, the CASSCF wave function is used as the zeroth-order wave function and

the dynamic correlation is treated in a perturbative manner.

(iv) Møller-Plesset Perturbation Theory:

Another way of incorporating the electron correlation is the Møller-Plesset Perturbation (MPn,

n represents nth-order) technique.3 The Hamiltonian operator is given as,

Ĥ = Ĥ0 +λ Ĥ ′ (1.16)

where Ĥ0 is the reference Hamiltonian, Ĥ ′ and λ are the perturbation and the parameter defin-

ing the strength of the perturbation. Let us consider that Ĥ ′ is time independent. The perturbed

Schrödinger equation can be written as,

ĤΨ = EΨ (1.17)

For λ = 0, Ĥ = Ĥ0. As the perturbation increases, the wave function and energy change con-

tinuously and can be expanded using the Taylor series as,

E = λ 0E0 +λ 1E1 +λ 2E2 + ...

Ψ = λ 0Ψ0 +λ 1Ψ1 +λ 2Ψ2 + ...

(1.18)

λ = 0, gives the unperturbed or zeroth-order wave function (Ψ0) and energy, which is the

ground state HF wave function and energy of the system. Ψ1, Ψ2,... and E1, E2,... represent
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the first-order, second-order,... corrections to the wave function and energy respectively. Sub-

stituting Eq. 1.16 and 1.18 in the Schrödinger equation and separating the terms with like

powers of λ , we get the zero-, first-, second-,..., nth-order perturbation equations. It can be

shown that, the first-order correction to the ground state energy of the system using the above

method yields the HF energy.

EMP1 = E0 +E1 = EHF (1.19)

The second-order correction can be written as,

E2 =
occupied

∑
a<b

virtual

∑
r<s

⟨Ψ0| Ĥ ′ ∣∣Ψrs
ab

〉〈
Ψrs

ab

∣∣ Ĥ ′ |Ψ0⟩
E0 −Ers

ab
(1.20)

Therefore,

EMP2 = EHF +
occupied

∑
a<b

virtual

∑
r<s

⟨Ψ0| Ĥ ′ ∣∣Ψrs
ab

〉〈
Ψrs

ab

∣∣ Ĥ ′ |Ψ0⟩
E0 −Ers

ab
(1.21)

where, EMP2 gives the MP2 energy with the energy corrections up to second-order. It has been

observed that MP2 accounts for ∼ 80-90% of the electron correlation energy, and hence is

widely used.

(v) Density Functional Theory:

An alternative way of computing the electronic energies of a system is by using the Density

Functional Theory (DFT).2,3 According to Hohenberg and Kohn theorem4, the ground state

electronic energy, wave function and all other electronic molecular properties can be uniquely

determined by the electron density, ρ(r) of the system. The energy components depend on the

electron density, which in turn depends on the coordinates (r). Kohn and Sham considered

a fictitious system of n non-interacting particles such that the probability density ρ(r) of the

fictitious system is same as the real system under consideration.5 Thus, the correction to the

kinetic energy of electrons,

∆T = T [ρ(r)]−Telec[ρ(r)] (1.22)

where, T [ρ(r)] is the kinetic energy of the electrons in the real system and Telec[ρ(r)] repre-

sents the kinectic energy of the electrons in the fictitious system with non-interacting particles.
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The total energy can then be represented as,

E[ρ(r)] = Telec[ρ(r)]+ J[ρ(r)]+Vnucl-elec[ρ(r)]+Exc[ρ(r)] (1.23)

Here, Vnucl-elec[ρ(r)] represents the attraction between the nucleus and electron, J[ρ(r)] and

Exc[ρ(r)] define the Coulomb repulsion and the exchange-correlation parts. Also,

Exc[ρ(r)] = ∆T +(Velec-elec[ρ(r)]− J[ρ(r)]) (1.24)

where, Velec-elec[ρ(r)] is the electron-electron repulsion term. The Exc is the only unknown

parameter and different approximate models have been developed to model this part.

(vi) Basis Sets:

The trail wave function of a system can be written as a linear combination of basis func-

tions.1–3 This is referred as the basis set. Two different types of basis functions namely the

Slater Type Orbitals (STOs), and the Gaussian Type Orbitals (GTOs) are commonly used. The

STO can be written as,

Φ(r,θ ,ϕ) = NcYl,m(θ ,ϕ)rn−1e−ζ r/a0 (1.25)

where, Nc and ζ are the normalization constant and the Slater orbital exponent respectively

and Yl,m is the spherical harmonics function. The STO do not have any radial node but these

can be obtained by taking a linear combination of STOs. Also, the analytical calculation of

three- or four-centered two-electron integrals are computationally difficult.

Hence, another type of basis function, GTOs was developed by Boys and coworkers in

1950. The GTO can be written as,

χi jk = Ncxi
ay j

azk
ae−ζαr2

(1.26)

where i, j, and k are non-negative exponents and α is the orbital exponent. x, y, z are the

Cartesian coordinates of the nucleus centered at a, and r represents the distance to nucleus a.

Multiple such GTOs are combined to mimic the shape of a STO. GTOs are computationally
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less expensive and hence are widely used. The minimum number of functions used to represent

all the electrons of the system constitutes a minimal basis set. A double zeta (DZ) type basis

refers to doubling of all the basis functions, whereas a valence double zeta (VDZ) represents

doubling of only the valence basis functions. Similarly, a triple zeta (TZ) contains three times

the number of basis functions present in the minimal basis set. Polarization, diffusion, and

correlation functions can also be added in the basis sets for required systems.

(vii) Potential Energy Surface:

The PES is a 3N-6 dimensional surface that describes the variation of U , (Eq. 1.7) as a function

of the 3N-6 nuclear coordinates, R⃗. Stationary points on the PES are as those which have the

first derivative of U with respect to Ri equal to zero3 i.e.,

∂U
∂Ri

= 0 where, i = 1,2, ...,3N −6 (1.27)

The different stationary points on the PES can then be classified as minima or nth-order saddle

points depending on the curvature of the PES. Here, it is convenient to work with orthogonal

normal mode coordinates Q1,Q2...Q3N−6. For a minimum, the curvature along all the 3N-6

orthogonal directions (Q⃗) are positive i.e.,

∂ 2U
∂Q2

i
> 0 where, i = 1,2, ...,3N −6 (1.28)

On the contrary, for a nth-order saddle point, the curvature is negative along n-directions and

positive along the remaining 3N-6-n directions, i.e.

∂ 2U
∂Q2

j
< 0 where, j = 1,2, ...,n

∂ 2U
∂Q2

i
> 0 where, i = n+1,n+2, ...,3N −6−n

(1.29)

Therefore, a transition state has one imaginary frequency, a second-order saddle has two imag-

inary frequencies and so on.
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1.2 Dynamics

The potential energy profiles describe the different pathways possible for a reaction to proceed.

However, a real system is dynamical in nature, and hence it is important to study the time

evolution of the system to understand the atomic-level mechanisms. The dynamics of a system

can be studied by solving the time dependent Schrödinger equation (TDSE).1

iℏ
∂
∂ t

Ψ(R⃗, t) = Ĥψ(R⃗, t) (1.30)

Here, Ψ(R⃗, t) represents the wave function of the system. However, it should be noted that

quantum dynamics is very expensive and hence is computationally not feasible for large sys-

tems.

Another way to study the dynamical nature of a system is by solving the classical equations

of motion (EOM). For example, the Newton’s EOM can be used to understand the dynamics

in the Cartesian coordinate system (x1,x2,x3, ...xN), where xi ≡ (xi,yi,zi).

Fi = mai = mi
∂ 2xi
∂ t2

−∂V
∂xi

= mi
∂ 2xi
∂ t2

(1.31)

− ∂V
∂xi

represents the force acting on ith particle of mass mi corresponding to the coordinate Ri.

Eq. 1.31 is solved numerically for each time step to get the positions and conjugate momenta,

hence giving a trajectory.

In the present thesis, the forces on the system are computed on-the-fly at a given level-

of-theory and the time evolution of the system is studied by solving the Newton’s equation.6

This procedure is known as ab initio classical dynamics simulation and has been used to

understand the atomic-level mechanisms of chemical reactions involving several atoms.7–13

The initial conditions of the trajectories are sampled using microcanonical normal mode or

Boltzmann sampling techniques at a particular temperature.14

11
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(i) Microcanonical Normal Mode Sampling:

In the microcanonical normal mode sampling technique14, a total energy E is added to the

n normal modes present in a molecule. The probability that E1 amount of energy is given to

normal mode 1 is proportional to the number of ways in which the remaining energy (E-E1)

can be distributed in (n-1) oscillators, which is given by the classical density of states of the

oscillators. The energy for ith mode can be written as,

Ei = (E −
i−1

∑
j=1

E j)(1−R1/(n−1)
i ) (1.32)

where Ri is a freshly generated random number. The normal mode coordinates and momenta

for the ith mode are then chosen as,

Qi = Ai cos(2πRi)

Pi =−ωiAi sin(2πRi)

(1.33)

where, ωi = 2πνi (νi is the vibrational frequency), and Ai is the normal mode amplitude and

is given as (2Ei)
1/2/ωi. The Qi and Pi are then transformed to the Cartesian coordinates and

momenta as,

q = q0 +M(−1/2)LQ

p = M(−1/2)LP
(1.34)

where, L is the normal mode eigen vector matrix, M is the diagonal matrix with atomic masses

and q0 corresponds to the vector with equilibrium coordinates. Any spurious angular momen-

tum (js) generated during this transformation is calculated and the desired angular momentum,

j0 is added to the molecule by forming a vector,

j = j0 − js (1.35)

and by adding the rotational velocity, ω × ri (where ω = I−1j and I is the inertia tensor) to

each of the atoms. The internal energy is then calculated and compared to the desired energy.

12
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If these two energies do not agree within the acceptance criteria of 0.1%, the Cartesian coordi-

nates and momenta are rescaled. Any spurious center-of-mass translation energy is subtracted

and the steps from Eq. 1.35 are performed again.

(i) Boltzmann Sampling:

In this technique, the normal modes are sampled using a Boltzmann distribution at a particular

temperature, Tvib. The quantum number mi (i represents the ith mode) is sampled using the

following probability distribution.14

P(mi) = exp(−mihνi/kBTvib)[1− exp(hνi/kBTvib)] (1.36)

Here νi corresponds to the vibrational frequency for the ith mode.

1.3 Rate Theories

(i) Transition state theory:

The Transition state theory (TST) provides a description to calculate the rate of chemical

reactions.15 It is assumed that the reactants and transition states are in thermal equilibrium

with each other. Also, the reaction coordinate can be separated from other motions and can be

simply treated as a translation. Moreover, no recrossing is allowed i.e. if a molecule crosses

the transition state, it forms the product. Based on these assumptions, the TST rate constant

expression can be written as,

kTST = σ
kBT

h
Q†

QAQB
exp(−Ea/kBT ) (1.37)

Here, σ , kB, h, Ea, and T are the statistical factor, Boltzmann constant, Planck’s constant,

barrier for the reaction, and temperature respectively. Q† is the partition functions for the

transition state, and QA, QB are partition functions for the reactants. The ratio kBT
h is defined

as the frequency factor, and is used to describe the magnitude of encounter between molecules.

13
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However it should be noted that in general, a transition state is defined as a 6N-1 dimensional

surface in the phase space (N is the number of atoms in the system).16 Hence, in general many

recrossing events are observed in chemical reactions leading to a lower rate constant for the

reaction as compared to kTST.

(ii) Rice-Ramsperger-Kassel-Marcus theory:

The Rice-Ramsperger-Kassel-Marcus (RRKM) theory is based on the RRK theory and con-

siders the rotational and vibrational energies explicitly and includes the zero-point energy of

the system. The RRKM theory provides the connection between the transition state theory and

the statistical unimolecular rate theory.15 The molecule is assumed to be a collection of cou-

pled harmonic oscillators and the rate of the intramolecular vibrational energy redistribution

in the system is assumed to be much higher as compared to the rate of the reaction. A general

mechanism of an energized molecule A∗ to form products can be written as,

A∗ −→ A† −→ Product

Here A∗ and A† are the energized molecule and the critical configuration of the molecule res-

pectively. The internal degrees of freedom for A∗ and A† are then classified as active (energy

exchange can happen freely) and adiabatic (remains in the same quantum state throughout

the reaction) modes. In general, the internal rotations and vibrations are treated as the active

modes, whereas the external rotation is treated adiabatically. Using these approximations, the

RRKM rate constant expression can be written as,

k(E) =
G†(E −E0)

hN(E)
(1.38)

where h is the Planck’s constant, G†(E −E0) and N(E) are the sum of states at the transition

state and density of states at the reactant respectively. Here E is the total energy available to

the system from the reactant and E0 is the energy of the transition state with respect to the

reactant.
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The present thesis involves investigating reaction mechanisms using ab initio and DFT meth-

ods. The potential energy profiles for the different reactions pathways were mapped at a given

level of theory. The dynamics of the systems were also studied using ab initio classical dy-

namics simulation technique. In the ab initio classical trajectory method the forces necessary

for the integration of the EOM are calculated on-the-fly at a given level of theory.
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2
STEREOMUTATION IN TETRACOORDINATED CENTERS VIA

STABILIZATION OF PLANAR TETRACOORDINATED

SYSTEMS

2.1 Introduction

V an’t Hoff17 and Le Bel’s18 independent discovery of the preference of a tetrahe-

dral geometry by a tetracoordinated carbon has been a cornerstone in chemistry.

A linear combination of 2s and three 2p (2px, 2py, and 2pz) atomic orbitals of

carbon leads to the formation of a set of four sp3 hybridized orbitals. The orbitals interfere

in a constructive or destructive manner to generate the four sp3 hybridized orbitals, which are

oriented at the four corners of a tetrahedron. The preference of a tetrahedral geometry was so

profound that it took almost 100 years for the planar tetracoordinated centre (ptc) to be consid-

ered as an alternative possibility for carbon compounds. The first model of a planar methane

was formulated by Hoffmann in 1970.19 However, the stabilization of planar tetracoordinated

carbon (ptC) has been a challenging task for chemists and different ways have been proposed
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to stabilize ptC.

The transformation of a tetrahedral tetracoordinated carbon (ttC) to ptC can be best un-

derstood by looking at the Walsh diagram of the valence occupied molecular orbitals (MOs),

Figure 2.1. On going from ttC to ptC, the totally symmetric 1a1 MO gets transformed to 1a1g.

Figure 2.1: Walsh diagram of the valence occupied molecular orbitals for the transformation
of tetrahedral to planar CH4. The molecular orbitals are calculated at HF/STO-3G level of
theory.

Interestingly, the triply degenerate set of orbitals 1t2 gets transformed to a set of doubly de-

generate orbital (1eu), and a non-bonding orbital, a2u in ptC. For ptC to have four σ bonds

(i.e. four C-H bonds in case of CH4), eight bonding electrons are needed. However, the pres-

ence of six bonding electrons in ptC leads to the formation of electron deficient bonds. Thus,

two 2-centered-2-electron and one 3-centered-2-electron bonds are expected to form using the

six bonding electrons in ptC.19 The presence of electron deficient bonds and a lone pair of

electron on the central carbon atom, leads to the destabilization of ptC. Tuning these parame-

ters chemists have been trying to stabilize the ptc and several molecules with ptC have been

reported.20–29

Hoffmann, Alder, and Wilcox were the first to address the problem of stabilization of (ptC)
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and suggested different strategies for the same.23 Utilizing σ donor and π acceptor ligands

leads to the stabilization of ptC by providing σ -electron density to the electron deficient bonds

and accepting the π-electron density from the lone pair of electrons present. Another viable

strategy for the stabilization of ptC is removal of the lone pair of electrons present on the

central carbon, hence leading to the formation of a dicationic species. Addition of small rings

has also been proven to stabilize the ptC by making the system sterically rigid and hence

decreasing the repulsion between the bond pair of electrons.30–32

Utilizing these concepts, the first ever ptCs were reported by Scheleyer and coworkers in

1976. They identified that the di-lithium substituted ptCs of cyclopropane and cyclopropane

analogues are minimum on the PES.33 Followed by this, Cotton and Miller synthesized the

first compound with a ptC center in 1977.34 Since then, various ptC compounds have been

identified both experimentally21,35–45 as well as theoretically20,22–29,46–64 by exploiting the

factors explained above. Efforts have also been made to stabilize ptC so that it can act as

a transition state for the interconversion between two tetrahedral isomers. However, very less

triumph has been achieved in this area, because for systems with stable ptC, the ttC is a higher

order saddle point and vice versa.

In this chapter, we exploit the electronic and steric factors discussed above to identify

systems with stable ptc. We have used different valence isoelectronic species of carbon, from

group 13, 14, and 15 to stabilize heteroatom substituted planar tetracoordinated systems, ptXs.

2.2 Methodology

We have used two different classes of systems to investigate the stability of ptXs. The first

class of compounds belong to cyclic three-membered analogues and the second class belongs

to spiro[2,2]-type analogues. It should be noted that the model systems C3H4 and C5H4 were

previously studied by Schleyer and coworkers in 1988.65 In this study we have investigated

different saturated and unsaturated analogues of C3H4 and C5H4 with the central atom being
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substituted with various valence isoelectronic species of carbon, from group 13, 14, and 15

elements. The tetrahedral and planar tetracoordinate systems, ttX and ptX respectively were

Figure 2.2: Two different skeleton models used in this study (i) three membered cyclic ana-
logues, (ii) spiro[2,2]-type analogues. The central atom X is substituted with various valence
isoelectronic species of carbon from group 13, 14, and 15.

optimized at MP2/cc-pVTZ66,67 level of theory. The stationary points on the PES were char-

acterized by performing the normal mode analysis. The transition states were connected to the

respective intermediates by performing the intrinsic reaction coordinate (IRC) calculations.68

All the results discussed here are obtained at MP2/cc-pVTZ level of theory unless stated oth-

erwise. The role of aromaticity in stabilization of ptC were examined by performing Nuclear

Independent Chemical Shift (NICS) calculations69 at the same level of theory. A ghost atom

was placed at the center of the rings to calculate the isotropic magnetic shielding values. A

negative and positive NICS value indicates that the system is aromatic and anti-aromatic res-

pectively. All the calculations were performed using Gaussian16 software package.70 The

relative energies are calculated with respect to the respective ttX geometries in kcal mol−1.

2.3 Results and Discussion

2.3.1 Stabilization of ptC

The tetrahedral form of methane, CH4 is undoubtedly a minimum on the PES, whereas its

planar conformation is a third-order saddle point.71 However the methane dication, CH2+
4

observed experimentally in gas phase, was said to have a planar structure by comparing the

C-H bond distances with those obtained theoretically.72 Similarly, the tetrahedral form of
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cyclopropane, C3H6 is a minimum whereas its corresponding planar form is a second-order

saddle point and is 111 kcal mol−1 higher in energy with respect to the former. One would

expect that the removal of the lone pair of electrons present on the central carbon atom will

lead to stabilization of the ptC in case of [C3H6]2+. However, we could not obtain the ptC

at the current level of theory and the ttC was found to be a second-order saddle point on the

PES.

In order to stabilize the ptC, we then incorporated π electron clouds to the system i.e.

cyclopropene. The tetrahedral form of C3H4 is a minimum whereas the corresponding ptC

was found to be a third-order saddle with an energy of ∼ 117 kcal mol−1 higher than the

corresponding ttC. Interestingly, removal of the lone pair of elctrons from the central carbon

atom leads to stabilization of the ptC in case of C3H4. The ptC for [C3H4]2+ was found to

be a minimum65 on the PES whereas the corresponding ttC was unstable and could not be

optimized. This can be understood by looking at the transformation of molecular orbitals from

ttC to ptC for C3H4 and [C3H4]2+. Figure 2.3 clearly shows that on going from ttC to ptC of

C3H4, one of the σCC MOs is transformed to a lone pair of electrons, hence making the four

C-H bonds electron deficient which leads to the destabilization of the ptC. On the contrary,

removal of two electrons from C3H4, makes the ptC stable for the dicationic C3H4 by reducing

the electronic charge from the central carbon (Figure 2.3 (b)).

Formation of cage-like structures, that introduce mechanical strain has also been proven

effective for the stabilization of ptC.23,73–76 Hence, we have considered spiropentane, C5H8

and its unsaturated analogue C5H4 in the present study. As expected, the ttC spiropentadiene,

C5H4 is a minimum on the PES whereas, the ptC was found to be a fourth-order saddle point.

However, the energy difference between the ttC and ptC has now been reduced to 92.7 kcal

mol−1 as compared to 117.4 kcal mol−1 in case of cyclopropene. In addition, the removal of

two electrons from spiropentadiene i.e. [C5H4]2+ leads to stabilization of ptC, hence making

it a minimum on the PES. The ttC now becomes a higher order saddle point with a barrier of
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20 kcal mol−1. Similar to cyclopropane, the ttC of spiropentane was found to be a minimum

whereas the ptC as higher order saddle point. On the contrary, removal of two electrons leads

to stabilization of ptC, hence making it a minima on the PES.

Summarizing, the above results indicate that the reduction of the electronic charge on the

central atom facilitated by electronic delocalization in the ring leads to stabilization of ptC.

Moreover, cyclopropene and spiropentadiene dications can be considered aromatic as they

are cyclic compounds with (4n+2) π electrons (n = 0). The HOMO of ptC of the dicationic

cyclopropene closely resembles that of classic cyclopropyl cation and maybe responsible for

the possible aromatic stabilization. Similar effect is also observed in the ptC of dicationic

spiropentadiene molecule. This was further examined by calculating the NICS values at the

geometric centers of the rings. The computed NICS values changes from 11.28 to −41.76 for

the ptC of C5H4 to [C5H4]2+ respectively. This clearly indicates that the stabilization gained

Figure 2.3: (a) MO transformation on going from ttC to ptC for C3H4 and [C3H4]2+, and
(b) Atomic electron population obtained using natural population analysis. The MOs and the
atomic populations are calculated at HF/cc-pVTZ level of theory.
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due to the aromatic nature of the latter system. The aromatic nature of planar tetracoordinated

systems has also been explained using the negative NICS values in literature.51,57,77 For planar

[C3H4]2+, the NICS value was found to be −45.96 whereas the same could not be computed

for planar neutral C3H4, because the stationary point could not be identified at the current level

of theory.

2.3.2 Stabilization of Planar Tetracoordinated Centers with

Heteroatom (X) Substitution

To identify systems with stable planar tetracoordinated centers, we now substituted the central

carbon atom in the skeletal systems discussed above with various valence isoelectronic species

from group 13, 14, and 15 (i.e. X = B−, N+, Al−, Si, P+, Ga−, Ge, and As+). For example, the

model cyclopropene systems with the central heteroatom X can be expressed as, [XC2H4]−

(X = B, Al, and Ga), [XC2H4] (X = C, Si, and Ge), and [XC2H4]+ (X = N, P, and As). As

seen in the carbon systems, here also the ttXs were found to be minimum on the PES for

the cyclopropane and spiropentane analogues. In contrast, the ptXs were found to be either

transition states or higher order saddle points. It was also observed that, the relative barriers of

ptXs, decrease on going from X = second to third period elements (B− → Al−, C → Si, N+

→ P+) and then increase on going to X = fourth period elements, following a trend similar

to their electronegativities. Also, the X-C bond lengths increase on going down the group and

decrease on moving along the period (see Table 2.1 for details).

As discussed above, the removal of lone pair of electrons helps in the stabilization of

ptXs. To this end, we also investigated the electronic structures of saturated and unsaturated

analogues of the cyclopropane and spiropentane systems with two valence electrons. Interest-

ingly, the ptXs for [XC2H6]2+ (X = B−, Al−, and Ga−) were minimum on the PES, whereas

the corresponding ttXs were transition states corresponding to the interconversion between

two ptXs. In contrast, for [XC2H6]2+, X = N+, P+, and As+, the ptXs were found to be tran-
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Table 2.1: Summary of the relative energies (∆E in kcal/mol), number of imaginary frequen-
cies (nim), geometric parameters (C-X bond lengths in Å) of neutral and dicationic species
of skeletally substituted cyclopropene, cyclopropane, spiropentadiene, and spiropentane. The
parameters are computed at MP2/cc-pVTZ level of theory. The relative energies are reported
in kcal mol−1 and do not include zero-point energy corrections

Four valence electrons Two valence electrons
ttX ptX ttX ptX

X
B− ∆E, nim 0.0, 0 0.0, 0 81.5, 3 46.5, 3 0.0,- a 0.0, 1 −29.1, 0 −27.2, 0

X-C1 1.61 1.58 1.66 1.62 1.43 1.84 1.68 1.55
Al− ∆E, nim 0.0, 0 0.0, 0 29.0, 1 13.3, 1 0.0, 2 0.0, 1 −149.7, 0 -7.5, 1

X-C1 1.95 1.93 1.96 1.94 1.97 2.29 2.32 1.97
Ga− ∆E, nim 0.0, 0 0.0, 0 40.5, 2 19.3, 2 0.0,2 0.0,- a −152.9,0 −69.4,0

X-C1 1.99 1.96 2.01 1.98 1.99 1.97 2.31 1.95
C ∆E, nim 0.0, 0 0.0, 0 117.4, 3 92.7, 4 0.0,- a 0.0, 2 −62.6,0 −19.3, 0

X-C1 1.53 1.48 1.83 1.53 1.46 1.76 1.50 1.48
Si ∆E, nim 0.0, 0 0.0, 0 49.5, 1 23.5, 1 0.0, 2 0.0, 1 −9.5, 0 −6.4, 1

X-C1 1.82 1.80 1.81 1.80 2.20 2.15 2.06 1.88
Ge ∆E, nim 0.0, 0 0.0, 0 59.6, 1 28.9, 1 0.0, 2 0.0, 1 −9.5, 0 −12.7, 1

X-C1 1.91 1.89 1.91 1.90 2.30 2.22 2.13 1.93
N+ ∆E, nim 0.0, 0 0.0, 0 77.0, 3 97.0, 4 0.0, 0 0.0, 2 −4.5, 1 −0.8, 1

X-C1 1.50 1.46 1.72 1.56 1.40 1.89 1.48 1.50
P+ ∆E, nim 0.0, 0 0.0, 0 75.2, 1 36.1, 1 0.0, 2 0.0, 2 −64.9, 1 −3.6, 1

X-C1 1.75 1.72 1.73 1.72 1.85 2.12 2.01 1.83
As+ ∆E, nim 0.0, 0 0.0, 0 80.6, 1 39.8, 1 0.0, 1 0.0, 2 −79.9, 1 −5.7, 2

X-C1 1.88 1.85 1.86 1.84 1.97 2.25 2.13 1.94

B− ∆E, nim 0.0, 0 0.0, 0 140.5, 3 105.1, 3 0.0, 1 0.0,- a −9.2, 0 −129.5, 0
X-C1 1.61 1.58 1.60 1.68 2.02 1.37 1.82 1.61

Al− ∆E, nim 0.0, 0 0.0, 0 43.0, 1 30.9, 1 0.0,1 0.0, 1 −0.6, 0 −13.8, 1
X-C1 1.99 1.97 2.0 1.99 2.42 2.38 2.39 2.03

Ga− ∆E, nim 0.0, 0 0.0, 0 58.6, 2 51.8, 3 0.0, 1 0.0, 1 −1.7, 0 −24.2, 1
X-C1 2.0 1.98 2.06 2.03 2.42 2.33 2.35 2.0

C ∆E, nim 0.0, 0 0.0, 0 110.9, 2 102.4, 3 0.0, 2 0.0, 3 29.4, - a −20.0, 0
X-C1 1.50 1.48 1.66 1.53 1.90 1.91 1.54 1.55

Si ∆E, nim 0.0, 0 0.0, 0 77.7, 1 60.5, 1 0.0, 2 0.0, 2 −0.9, 1 −10.4, 1
X-C1 1.86 1.84 1.86 1.85 2.42 2.28 2.22 1.94

Ge ∆E, nim 0.0, 0 0.0, 0 83.4, 2 70.9, 1 0.0, 2 0.0, 2 −1.9, 1 −16.9, 1
X-C1 1.93 1.91 2.36 1.95 2.31 2.34 2.27 2.00

N+ ∆E, nim 0.0, 0 0.0, 0 71.6, 2 65.5, 2 0.0, - a 0.0, - a −6.1, 3 −9.8, 3
X-C1 1.49 1.46 1.66 1.52 1.68 1.59 1.68 1.58

P+ ∆E, nim 0.0, 0 0.0, 0 74.5, 2 105.5, 1 0.0, 2 0.0, 3 −1.2, 1 −4.1, 2
X-C1 1.80 1.78 2.14 1.77 2.42 2.43 2.36 1.97

As+ ∆E, nim 0.0, 0 0.0, 0 64.6, 2 109.7, 2 0.0, 2 0.0, 3 −1.5, 1 −9.7, 1
X-C1 1.91 1.90 2.42 1.91 2.46 2.50 2.40 2.08

a Single point energies, since energy minimization failed to result in stationary points having these geometries at the current level of theory.
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sition states with the eigenvectors corresponding to the imaginary frequency representing the

X-C bond stretching motion. For X belonging to group 14, and 15 elements, both the ttX and

ptX structures were unstable. On the other hand, for the unsaturated analogues with two va-

lence electrons i.e. [XC2H4]2+ (X = B−, Al−, B−, Si, and Ge i.e. group 13, and 14 elements),

the ptXs were minima and their corresponding ttXs were higher-order saddle points on the

PES. It should be noted that, for X = B− and Al−, the corresponding ttX structures could not

be stabilized.

Similarly, for the spiro-analogues [XC4H4]2+, the ttXs are either transition states or higher-

order saddle points on the PES. The ptXs for X belonging to group 13 elements i.e. B− and

Ga− were minimum whereas for Al−, it was found to be a transition state. For the other ana-

logues of [XC4H4]2+ (X belonging to group 14 and 15), the ptXs were either transition states

or higher-order saddle points. On the contrary, for the saturated spirosystems [XC4H8]2+, both

the ttXs and ptXs were found to be either transition states or higher or saddle points on the

PES. The Wiberg bond indices (WBI) were also calculated for the different skeletally substi-

tuted systems. The WBI is defined as the amount of electron population overlap between two

atoms, and indicates the presence of single, double, or triple bonds. The WBI calculated for

most of these systems indicate the presence of stable X-C bonds (see Table 2.2-2.7). How-

ever, for some of these systems, the WBI were found to be low, indicating weaker bonding

interactions between the groups.
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Table 2.2: Wiberg bond indices for cyclopropene analogues calculated at the MP2/cc-pVTZ
level of theory. The hyphen, ‘-’ implies that the structures could not be optimized at the current
level of theory

Four valence electrons Two valence electrons
ttX ptX ttX ptX

X X-C1 C1-C2 X-C1 C1-C2 X-C1 C1-C2 X-C1 C1-C2
B− 0.88 1.99 0.80 1.85 - - 0.61 2.30
Al− 0.62 2.04 0.54 1.97 0.48 1.03 0.18 2.80
Ga− 0.68 2.06 0.56 1.97 0.62 1.03 0.20 2.77

C 0.99 1.97 0.44 2.45 - - 1.03 1.74
Si 0.86 1.98 0.82 1.81 0.33 2.60 0.48 2.51
Ge 0.87 2.02 0.81 1.82 0.32 2.61 0.45 2.52
N+ 0.85 2.00 0.54 1.23 1.09 1.00 1.13 1.27
P+ 1.02 1.93 1.12 1.54 0.94 1.00 0.73 2.11

As+ 0.98 1.99 1.07 1.58 0.89 1.00 0.65 2.20

Table 2.3: Wiberg bond indices for cyclopropane analogues calculated at at MP2/cc-pVTZ
level of theory. The hyphen, ‘-’ implies that the structures could not be optimized at the current
level of theory

Four valence electrons Two valence electrons
ttX ptX ttX ptX

X X-C1 C1-C2 X-C1 C1-C2 X-C1 C1-C2 X-C1 C1-C2
B− 0.88 1.00 0.86 1.12 0.37 1.64 0.45 1.59
Al− 0.63 1.05 0.44 1.08 0.17 1.85 0.19 1.83
Ga− 0.71 1.05 0.46 1.10 0.18 1.84 0.21 1.80

C 1.00 1.00 0.60 1.33 0.51 1.27 - -
Si 0.85 1.04 0.63 1.06 0.37 1.58 0.39 1.55
Ge 0.89 1.05 0.26 1.76 0.37 1.58 0.39 1.55
N+ 0.87 1.03 0.57 1.19 - - 0.59 1.00
P+ 0.98 1.04 0.44 1.48 0.43 1.15 0.45 1.16

As+ 0.96 1.06 0.43 1.51 0.45 1.20 0.47 1.20
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Table 2.4: Wiberg bond indices for spiropentadiene derivatives (X with four valence electrons)
at the MP2/cc-pVTZ level of theory

Four valence electrons
ttX ptX

X X-C1 X-C3 C1-C2 C3-C4 X-C1 X-C3 C1-C2 C3-C4
B− 0.86 0.86 1.93 1.93 0.81 0.81 1.87 1.87
Al− 0.60 0.60 2.00 2.00 0.57 0.57 1.98 1.98
Ga− 0.65 0.65 2.03 2.03 0.59 0.59 2.00 2.00

C 0.98 0.98 1.89 1.89 0.98 0.98 1.69 1.69
Si 0.83 0.83 1.92 1.92 0.80 0.80 1.86 1.86
Ge 0.84 0.84 1.97 1.97 0.79 0.79 1.90 1.90
N+ 0.87 0.87 1.92 1.92 0.69 0.69 2.07 2.07
P+ 0.99 0.99 1.84 1.84 0.99 0.99 1.71 1.71

As+ 0.97 0.97 1.91 1.91 0.95 0.95 1.77 1.77

Table 2.5: Wiberg bond indices for spiropentadiene analogues (X having two valence elec-
trons) at the MP2/cc-pVTZ level of theory. The hyphen, ‘-’ implies that the structures could
not be optimized at the current level of theory

Two valence electrons
ttX ptX

X X-C1 X-C3 C1-C2 C3-C4 X-C1 X-C3 C1-C2 C3-C4
B− 0.41 1.29 1.50 2.51 0.84 0.84 2.00 2.00
Al− 0.60 0.86 0.22 1.86 0.60 0.60 2.25 2.25
Ga− - - - - 0.65 0.65 2.21 2.21

C 0.52 1.46 2.23 1.23 0.96 0.96 1.77 1.77
Si 0.40 1.19 2.52 1.63 0.80 0.80 2.08 2.08
Ge 0.40 1.19 2.50 1.67 0.80 0.80 2.08 2.08
N+ 0.37 1.36 2.05 1.09 0.87 0.87 1.57 1.57
P+ 0.51 1.43 2.22 1.33 0.93 0.93 1.88 1.88

As+ 0.48 1.38 2.23 1.44 0.88 0.88 1.93 1.93
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Table 2.6: Wiberg bond indices for spiropentane analogues (X with four valence electrons) at
th MP2/cc-pVTZ level of theory

Four valence electrons
ttX ptX

X X-C1 X-C3 C1-C2 C3-C4 X-C1 X-C3 C1-C2 C3-C4
B− 0.89 0.89 0.98 0.98 0.66 0.66 1.05 1.05
Al− 0.60 0.60 1.04 1.04 0.50 0.50 1.06 1.06
Ga− 0.69 0.69 1.04 1.04 0.50 0.50 1.05 1.05

C 0.99 0.99 0.98 0.98 0.78 0.78 1.12 1.12
Si 0.84 0.84 1.01 1.01 0.65 0.65 1.04 1.04
Ge 0.88 0.88 1.02 1.02 0.66 0.66 1.06 1.06
N+ 0.88 0.88 1.00 1.00 0.71 0.71 1.06 1.06
P+ 0.99 0.99 0.99 0.99 0.80 0.80 1.03 1.03

As+ 0.98 0.98 1.01 1.01 0.76 0.76 1.05 1.05

Table 2.7: Wiberg bond index for spiropentane analogues (X with two valence electrons) at
the MP2/cc-pVTZ level of theory. The hyphen, ‘-’ implies that the structures could not be
optimized at the current level of theory

Two valence electrons
ttX ptX

X X-C1 X-C3 C1-C2 C3-C4 X-C1 X-C3 C1-C2 C3-C4
B− - - - - 0.71 0.71 1.20 1.20
Al− 0.21 0.78 1.80 1.01 0.56 0.56 1.30 1.30
Ga− 0.24 0.85 1.76 1.11 0.60 0.60 1.26 1.26

C 0.47 1.17 1.29 0.91 0.81 0.81 1.12 1.12
Si 0.36 0.97 1.55 0.96 0.70 0.70 1.21 1.21
Ge 0.37 0.97 1.52 0.98 0.71 0.71 1.19 1.19
N+ - - - - 0.69 0.69 1.04 1.04
P+ 0.39 1.06 1.21 0.92 0.71 0.71 1.12 1.12

As+ 0.40 0.97 1.21 0.97 0.68 0.68 1.12 1.12

In addition, we found multiple systems where either the ptX is a transition state that lead to

interconversion between two ttX isomers or vice-versa via rotation of the two planes about the

central atom, without any X-C bond breaking. This phenomenon is termed as stereomutation

and the systems showing such events are discussed below.
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2.3.3 Stereomutation in Model Systems with Heteroatom Substitution

Figure 2.4: Potential energy profile for stereomutation in XC2H4 analogues. The energies are
reported in kcal mol−1.

Several systems showing stereomutation were identified from the above model systems

studied. The possible stereomutation pathways in these systems were investigated by perform-

ing the IRC calculations. The IRC was done on either sides of the ptX or ttX transition states

to connect to the respective minima by following the normal mode eigenvector correspond-

ing to the imaginary frequency. The angle (ϕ ) between the two planes formed by the two

three-membered rings around the central atom (X) changes from 90◦ to 0◦ on going from the

tetrahedral to the planar isomer respectively. The potential energy profiles for XC2H4 systems

showing stereomutation is given in Figure 2.4. The stereomutation barriers for X = Al−, Si,

Ge, P+, and As+ were found to be 29.0, 49.5, 59.6, 75.2, and 80.6 kcal mol−1 respectively.

Interestingly, for the saturated analogues of cyclopropene with two valence electrons i.e.

[XC2H6]2+, the stereomutation occurs via ttX being the transition state i.e. ptX → ttX →

ptX. Here, the stereomutation events were found only for systems where X belonged to group

13 elements i.e. X = B−, Al−, and Ga− (Figure 2.5).
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Figure 2.5: Potential energy profile for stereomutation in [XC2H6]2+ analogues. The energies
are reported in kcal mol−1.

The spiropentadiene and spiropentane derivatives showed similar features. The ptX for

these systems were found to be transition states corresponding to stereomutation and the ttX

were minimum on the PES (Figure 2.6). We also found that the stereomutation barriers in-

crease on moving along the period and down the group for the model systems.

Figure 2.6: Potential energy profile for stereomutation in (a) [XC4H4] analogues and (b)
[XC4H8] where X = Al−. The energies are reported in kcal mol−1.
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2.4 Summary and Conclusions

In the present study, we have used different electronic and steric factors, proposed in literature

to stabilize model planar tetracoordinated systems. We find that introducing a combination

of three-membered rings, heteroatom substitution, removal of the lone pair of electrons and π

electron clouds to the system helps in the stabilization of ptX. We have identified stable planar

tetracoordinated systems by substituting the central atom with various valence isoelectronic

species (with respect to carbon) from group 13, 14, and 15 elements. We have also demon-

strated systems where stereomutation between two tetrahedral systems is possible via a ptX

and vice-versa.
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3
TRANSITION BETWEEN [R]- AND [S]- STEREOISOMERS

WITHOUT BOND BREAKING

3.1 Introduction

T he independent discovery of the tetrahedral geometry of a carbon by van’t Hoff17

and Le Bel18 has been a cornerstone in chemistry. This paved a way for under-

standing the structural properties of organic molecules long before any techniques

to characterize molecules were discovered e.g. X-ray analysis. The four groups attached to the

tetrahedral carbon are aligned towards the corner of a regular tetrahedron. Thus, a molecule

having a chiral center (i.e. four different groups attached to the central atom) leads to the gen-

eration of two non-superimposable mirror images. These non-superimposable mirror images

of a molecule are termed as enantiomers. To determine the proper descriptor of a chiral center,

the Cahn, Ingold, and Prelog (CIP) rules are applied and the configurational descriptors R (in

Latin rectus means right) and S (in Latin sinister means left) are assigned to the enantiomers.78

The interconversion between two enantiomers is always thought to be possible via a C-X
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bond breaking, where X is any group attached to the chiral center. The classic SN2 reaction

serves as a perfect example for the inversion of configuration at a chiral center. For simplicity,

let us consider the incoming nucleophile and the leaving group for the reaction to be same i.e.

X− (Figure 3.1). If the priority sequence of the groups attached to the central carbon atom are

in the order D>E>F>X, then according to the CIP rules, the reaction leads to the inversion

of configuration at the chiral center from S to R. This inversion of configuration is termed as

the Walden inversion and it occurs via a trigonal bipyramidal transition state.79

Figure 3.1: Inversion of configuration at the chiral center during a SN2 reaction.

An interesting question to ask here: is it possible to have an interconversion between two

enantiomers without any C-X bond breaking? This question takes us back in 1965 when Wyn-

berg and coworkers experimentally observed that butylethylhexylpropylmethane, a molecule

having a chiral center, is optically inactive. However, they ruled out the possible interconver-

sion between the two stereoisomers without any bond breaking (termed as stereomutation).80

Followed by this experimental observation, in 1968 Monkhorst proposed two different path-

ways for the isomerization between enantiomers without any bond breaking.71 To explain

these pathways, let us consider the molecule with chiral center bonded to four different groups

D, E, F, and X as discussed above. This molecule can hence exist in two enantiomeric forms

namely the R and S isomers.

1. The first pathway involves the interconversion between the two tetrahedral isomers via

a planar tetracoordinated center (ptc). This planar geometry can be achieved by a clock-

wise (/anticlockwise) rotation about the axis passing through the central atom (for the

R isomer). In the planar structure, the four atoms attached to the chiral center occupy
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the four corners of the diagonal of a cube. This configuration has a plane of symmetry.

Further rotation about the axis leads to the formation of the other enantiomer, S (Figure

3.2).

Figure 3.2: Stereomutation via a planar structure.

2. The second pathway involves the formation of a pyramidal configuration, with the cen-

tral atom on top of it. This configuration can be achieved by placing the four atoms

attached to the central carbon at the four corners of the face of a cube, with the central

atom being at the top, hence forming a pyramidal structure. Further movement of the

other two groups (C and D) on the opposite face of the cube, leads to the formation of

the enantiomer, S (Figure 3.3).

Figure 3.3: Stereomutation via a pyramidal structure.

Monkhorst performed LCAO-SCF calculations and suggested that the planar configuration

for methane is about 250 kcal mol−1 higher in energy as compared to its tetrahedral structure.
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Moreover, he found that the ptc is a higher-order saddle point on the potential energy surface

and concluded that, “racemization via a ptc is impossible and that it would require ∼ 2.5 times

higher energy as compared to the C-C bond breaking”.71 Since then, studies are being carried

out to make the racemization process via a ptc, thermally accessible.

Hoffmann and coworkers19 investigated the electronic structure of planar methane to ex-

plore means by which the ptc could be stabilized and hence can act as a transition state for vi-

able stereomutation. They could not identify any stable molecule, but proposed various strate-

gies by which the ptc could be stabilized. By using these techniques, over the years various

experimental realizations as well as theoretical modellings have shown the existence of planar

tetracoordinated carbon and planar tetracoordinated structures with various valence isoelec-

tronic species such as B−, N+, Si, Al−, P+.41,42,58,81–85 However, the racemization via a ptc

was always found to be impossible due to high energy barriers for racemization or the tetra-

hedral tetracoordinated centres could not be stabilized for a particular system. In 2021, Cao

and coworkers computationally designed a series of stable aromatic ptSi compounds, in which

the central Si atom is surrounded by four conjugated rings. They also performed Born Oppen-

heimer Molecular Dynamics (BOMD) simulations for a range of temperature and found that

the molecule is quite stable even at higher temperatures.86

In this chapter, we propose model system [XC4H4] (with the central atom X substituted

with various valence isoelectronic species of carbon, from group 13, 14, and 15 elements) in

which the planar tetracoordinated structure acts as a transition state/intermediate for the viable

interconversion between two tetrahedral isomers. Ab initio classical dynamics simulations fur-

ther reveal that the interconversion between the two tetrahedral structures is possible via a

planar tetracoordinated center and bond-breaking pathways.
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3.2 Methodology

3.2.1 Quantum Mechanical Calculations

The stationary points on the PES were identified and the normal mode frequency calculations

were performed at the MP2/cc-pVTZ67,87 level of theory. The number of imaginary frequen-

cies obtained from the normal mode analysis were used to characterize the stationary points

as minima, transition state, or other higher order saddle point on the PES. The intrinsic reac-

tion coordinate68, was followed on either side of the transition state to connect to the respec-

tive intermediates. The calculations were performed using Gaussian1670, NWChem88, and

Molpro89 software. Single point energies were calculated at the CCSD(T)/cc-pVTZ//MP2/cc-

pVTZ level of theory.90 The MP2/cc-pVTZ values were in close agreement with that ob-

tained from CCSD(T)/cc-pVTZ level of theory. Hence, the data presented here are obtained at

MP2/cc-pVTZ level of theory unless stated otherwise. The potential energy surfaces were gen-

erated by performing partial optimization and scanning the important geometrical parameters

as discussed in the next section.

To account for the static correlation in the isomerization pathways, CASSCF(n,m)/cc-

pVTZ//MP2/cc-pVTZ calculations were performed using two active spaces (8,8) and (14,14).

The (8,8) active space consists of the four X-C σ and σ∗ orbitals and the corresponding eight

electrons in the X-C σ bonding orbitals. The (14,14) active space consists of the four X-C σ

bonds, two C(sp)-C(sp) π-bonds and one C(sp)-C(sp) σ -bond and their corresponding anti

bonding orbitals. In addition, CASPT2(8,8)/cc-pVTZ//MP2/cc-pVTZ calculations were also

performed to account for the dynamic correlation of the systems.

3.2.2 Ab initio Classical Trajectory Simulations

The ab initio classical trajectory simulations were performed using VENUS/NWChem pro-

grams91,92 at the MP2/cc-pVTZ level of theory. For X = Al−, Si, and P+, 50 trajectories each

37



TRANSITION BETWEEN [R]- AND [S]- STEREOISOMERS WITHOUT BOND BREAKING

were initiated from the classical minima of the reactants with a fixed Etotal of 40.92, 40.79,

and 42.95 kcal mol−1 respectively, using microcanonical normal mode sampling technique.14

The Etotal approximately corresponds to the sum of average vibrational, rotational, and trans-

lational energies of the molecule by assuming a Boltzman distribution of states at 300 K. The

trajectories were integrated for a total of 2 ps using the velocity-Verlet algorithm93 with the

necessary forces computed on-the-fly at the MP2/cc-pVTZ level of theory.

For the heavier congeners i.e. X = Ga−, Ge, and As+, a set of 30 trajectories each were

initiated from the classical minimum using Boltzmann sampling at 300 K. The trajectories

were integrated for a total time of 1 ps each at the MP2/cc-pVTZ level of theory.

3.3 Results and Discussions

3.3.1 Structure and Energetics

Motivated by the design of a stable planar tetracoordinated carbon center in a spiroconjugated

compound C(C)2(CH2)2 by Priyakumar et. al.57, we have devised model systems by replacing

the central atom with various valence isoelectronic species from the second, third, and fourth

row of the periodic table i.e. X = B−, N+, Al−, Si, P+, Ga−, Ge, and As+. The schematic

representation of the model system is given in Figure 3.4. When the central spiro carbon atom

is replaced with valence isoelectronic elements from the second period, X = B−, and N+,

the ptc is found to be mimimum on the PES and more stable as compared to the tetrahedral

isomers.

For X = B−, the tetrahedral tetracoordinated center (ttc) is a second-order saddle point and

is 5.3 kcal mol−1 higher in energy as compared to the ptc. The eigen vectors representing the

two imaginary frequencies correspond to the B-C(sp) bond stretching and the rotation about

the planes containing the two three membered rings. For X = C, the ttc is a transition state and

the eigen vector in this case corresponds to the C-C(sp) bond stretching motion. Interestingly,
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a) b)

Figure 3.4: (a) Schematic representation of the ttc and ptc structures for the model systems
used in this study, (b) Different valence isoelectronic elements used to replace the central spiro
carbon atom in the model skeleton X(C)2(CH2)2

Table 3.1: Charaterization of ttX and ptX geometries for X = group 13, 14, and 15 elements.
The nimag represents the number of imaginary frequencies for the corresponding stationary
point. Energies of ptX relative to ttX with and without zero point energy corrections i.e.
∆EZPE, ∆E respectively are given in kcal mol−1, q (X) represents the natural population anal-
ysis (NPA) charges on the central atom, X

ttX ptX

X nimag ∆E ∆EZPE q (X) nimag ∆E ∆EZPE q (X)

B− 2 0.0 0.0 0.71 0 −5.25 −4.48 0.49
Al− 0 0.0 0.0 1.67 1 3.66 3.30 1.62
Ga− 0 0.0 0.0 1.50 1 0.37 0.42 1.43

C 1 0.0 0.0 0.29 0 −16.32 −16.90 −0.10
Si 0 0.0 0.0 1.87 1 4.75 4.18 1.74
Ge 0 0.0 0.0 1.75 0 −0.42 −0.43 1.60

N+ 0 0.0 0.0 −0.13 0 −25.45 −32.96 −0.62
P+ 0 0.0 0.0 1.76 0 5.62 3.87 1.44

As+ 0 0.0 0.0 1.80 0 −2.56 −3.24 1.46

for X = N+, both the ttc and ptc are minimum on the PES, the ptc being more stable by ∼ 25

kcal mol−1 as compared to the ttc isomer (Table 3.1).

Replacing the central spiro carbon atom with the valence isoelectronic elements from third

period shows interesting features. Geometry optimization of the tetrahedral and planar tetra-

coordinated structures reveal that all the ttc structures are minimum on the PES and lie ∼ 3.5

- 5 kcal mol−1 lower in energy than the corresponding ptc structures. For X = Al− and Si, the

ptc are found to be transition states whereas for X = P+, the ptc is a minimum on the PES.
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For X = Ge, and As+, the ptc is stabilized by −0.42 and −2.56 kcal mol−1 respectively as

compared to the ttc isomer and are stable minima on the PES. Whereas for X = Ga−, the ptc

is higher in energy by ∼ 0.4 kcal mol−1 with respect to the ttc and is a transition state on the

PES.

3.3.2 Isomerization Reaction Pathways

As discussed, the isomerization between the tetrahedral isomers can occur either via a planar

tetracoordinated structure or via the bond breaking pathway. To account for the mechanisms

followed during isomerization, the potential energy profiles for the stereomutation and ring-

opening pathways were mapped. The stationary points were characterized as minima and tran-

sition state (TS) and the IRC was followed on either sides of the TS to connect to the respective

intermediates. The coordinate ϕ defined as the angle between the two planes formed by the

two three-membered rings gives the best description for stereomutation via a ptc. ϕ varies

from 90◦ to 0◦ on going from ttX to ptX structure (Figure 3.5). On the other hand, θ defined

Figure 3.5: Schematic representation of various pathways for the interconversion between two
tetrahedral isomers.
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as ∠XC1C2 describes the bond breaking pathway. θ varies from the equilibrium value, θeq to

θ = 180◦ or 0◦ depending on whether X-C2 or X-C1 bond breaking occurs during the reaction

respectively.

(i) Valence isoelectronic elements from third period, X = Al−, Si, and P+

The potential energy profile for the interconversion between the two tetrahedral isomers for

the spiroconjugated compound X(C)2(CH2)2, where X = Al−, Si, and P+ is given in Figure

3.6. The planar tetracoordinated center, ptX for X = Al− and Si are TSs on the PES with

a barrier height of 3.7 and 4.8 kcal mol−1 respectively. In contrast, for X = P+, the ptX is

Figure 3.6: Potential energy profile for stereomutation of spiroconjugated compound for
X(C)2(CH2)2, where X = Al−, Si, and P+.

a stable intermediate and is 5.1 kcal mol−1 higher in energy with respect to ttX. From ttP,

clockwise variation of ϕ leads to the TS (ϕ = 31.5◦) with a barrier of 5.6 kcal mol−1, and

further clockwise variation of ϕ yields the planar intermediate ptP (ϕ = 0◦). The isomer ttP′

is then formed from ptP via further clockwise change in ϕ via a degenerate TS. It should

be noted that these systems are not chiral and hence the tetrahedral isomers are differentiated

based on the atom indices i.e. ttX and ttX′. Also, for these systems, the potential energy profile
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is invariant to the direction of change in ϕ i.e. both clockwise and anticlockwise variation of

ϕ yields isoenergetic PES.

The bond breaking pathways for the interconversion between the isomers ttX and ttX′

were also mapped (Figure 3.7). For X = Al− and Si, the bond breaking pathways show similar

features with barrier heights of 9.0 and 11.3 kcal mol−1 respectively. The isomerization occurs

via stretching of one of the X-C(sp) bond via TS ts2_X to form an intermediate int2_X. The

formation of the X-C(sp) bond from int2_X via ts2_X′ leads to the formation of the isomer

ttX′. Figure 3.8 shows the potential energy profile for the bond breaking pathway for X = P+.

Figure 3.7: Potential energy profile for the ring-opening pathway of spiroconjugated com-
pound X(C)2(CH2)2, where X = Al− and Si.

The stretching of one of the P-C(sp) leads to the formation of an intermediate int2 via TS ts2

with a barrier of 5.6 kcal mol−1. Further P-C(sp) bond stretching leads to the formation of

an isoenergetic intermediate int2′ via a TS ts3 with a barrier of 6.1 kcal mol−1. It should be

noted that for X = Al− and Si, the geometry with ∠XC1C2 = 180◦ was a minima on the PES

in contrast to P+ where it is a TS. Formation of the P-C(sp) bond again via ts2′ leads to the

isomer ttP′.

We also performed CASSCF calculations to examine the static correlation effect for X =

Si system. The CASSCF energies were found to be in satisfactory agreement with the MP2
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Figure 3.8: Potential energy profile for the ring-opening pathway of spiroconjugated com-
pound X(C)2(CH2)2, where X = P+.

Table 3.2: Relative energies of different stationary points for X = Si at MP2, CASSCF(n,m),
and CASPT2 level of theories with cc-pVTZ basis set

Species MP2 CASSCF(8,8) CASPT2(8,8) CASSCF(14,14)
ttX 0.0 0.0 0.0 0.0
ptX 4.8 5.6 6.8 6.1

ts2_X 11.3 8.0 10.7 7.9

values (Table 3.2) and hence, we chose MP2/cc-pVTZ level of theory for further studies. The

potential energy surfaces for the three systems were also generated as a function of ∠XC1C2,

θ and the angle between the planes formed by the two three-membered rings i.e. ϕ by per-

forming a relaxed scan at MP2/cc-pVTZ level of theory (Figure 3.9). The relative barriers for

the isomerization at different level of theories and the important geometrical parameters are

given in Table 3.3.
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Figure 3.9: (a) Different stationary points obtained, (b) Schematic potential energy surface
for X(C)2(CH2)2, PES for X = (c) Si, (d) Al−, and (e) P+. The radial axis represents the
variation of ∠XC1C2, θ and the polar axis represents the variation of the angle between the
two planes formed by the two three-membered rings i.e. ϕ . A 10(ϕ )×22(θ ) grid was used (for
each quadrant) to make the scan surface.
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Table 3.3: Relative energies and important geometrical parameters of different stationary
points for X = Al−, Si, and P+ using MP2 and CCSD(T) methods. The energies, angles and
distances are reported in kcal mol−1, ◦, and Å respectively. ts† refers to the transition state
leading to the formation of ptX from ttX

Species MP2/cc-pVTZ CCSD(T)/cc-pVTZa ϕ θ X-C1 X-C2 C1-C2
X = Al−

ttX 0.0 0.0 90.0 71.0 1.96 1.96 1.27
ptX 3.7 3.5 0.0 71.0 1.98 1.98 1.28

ts2_Al 9.0 7.8 90.0 137.6 1.83 2.90 1.27
int2_Al 8.5 7.4 - 180.0 1.83 3.10 1.27
ts2_Al′ 9.0 7.8 −90.0 137.6 1.83 2.90 1.27
X = Si

ttX 0.0 0.0 90.0 69.4 1.82 1.82 1.28
ptX 4.8 4.5 0.0 69.4 1.84 1.84 1.29

ts2_Si 11.3 8.5 90.0 154.3 1.69 2.89 1.28
int2_Si 11.2 8.5 - 180.0 1.69 2.96 1.28
ts2_Si′ 11.3 8.5 −90.0 154.3 1.69 2.89 1.28
X = P+

ttX 0.0 0.0 90.0 68.1 1.72 1.72 1.28
ptX 5.1 4.5 0.0 67.8 1.76 1.76 1.33
ts† 5.6 4.3 31.5 67.9 1.75 1.75 1.31
ts2 5.6 3.8 90.0 92.9 1.63 2.14 1.31
int2 5.4 1.2 90.0 109.2 1.62 2.40 1.31
ts3 6.1 - 180.0 1.60 2.90 1.31

int2′ 5.4 1.2 −90.0 109.2 1.62 2.40 1.31
ts2′ 5.6 3.8 −90.0 92.9 1.63 2.14 1.31

a MP2/cc-pVTZ geometries were used in the CCSD(T) calculations.

(ii) Valence isoelectronic elements from fourth period, X = Ga−, Ge, and As+

The potential energy profiles for the spiroconjugated model system reveal very low energy

barriers for stereomutation for X = Ga−, Ge, and As+. For X = As+ and Ge, both the ptX

and ttX were found to be a minima on the PES. It is interesting to note that the ptAs and

ptGe were 2.6 and 0.4 kcal mol−1 stabilized with respect to their ttAs and ttGe counterparts

respectively. However, the ptGa was found to be a transition state and was 0.4 kcal mol−1

higher in energy than its corresponding ttX isomer. For ptGa, the IRC lead to the formation
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Figure 3.10: Potential energy profile for steroemutation of model X(C)2(CH2)2 systems (X
= Ga−, Ge, and As+). The relative energies and the imaginary frequencies are given in kcal
mol−1 and cm−1 respectively.

of ttGa isomer on either sides. However, for X = As+ and Ge, as the isomerization occurs

via a ptX intermediate, the IRC from ts1 connects the ttX and ptX isomers (Figure 3.10). It

is to be noted that, on going down the group, the energy barriers for stereomutation for the

spiroconjugated systems decrease. Hence, the heavier congeners of group 13, 14, and 15 may

act as potential candidates for compounds showing isomerization of tetrahedral centres via

ptXs.

To understand the racemization via X-C(sp) bond breaking pathways, the potential en-

ergy profiles for the ring-opening pathways were also mapped for the three systems. The

ring-opening pathway for X = As+ shows interesting features. The As-C bond cleavage can

occur either directly from ttAs or via the ptAs isomer, int1. The angle between the two planes

containing the three membered rings, ϕ is 90◦ and 0◦ in ttAs and int1 respectively. The stereo-

mutation of the system from ttAs to int1 occurs via transition state ts1 (ϕ = −122.4◦) with an

energy barrier of 1.5 kcal mol−1. The intermediate int1 is more stabilized as compared to its

tetrahedral isomer ttAs by 2.6 kcal mol−1. From int1, rotation via ϕ with As-C bond elonga-

tion (ring-opening) leads to the formation of int2 via transition state ts2 with a barrier of 1.1
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kcal mol−1. Further As-C bond stretching from int2 forms int2′ via transition state ts4 with a

barrier of 1.2 kcal mol−1. The eigen vectors corresponding to the imaginary frequency of ts4

connects int2 and int2′ on either sides. int2′ on further As-C bond contraction and rotation

via ϕ leads to the formation of int1′ which hence forms the stereoisomer ttAs′ via transition

state ts1′ (Figure 3.11).

Figure 3.11: Ring-opening pathway for the interconversion between ttAs and ttAs′ via the
planar intermediate, int1. The relative energies for different stationary points are given in kcal
mol−1.

It should be noted that, the isomerization can also occur directly from the ttAs+ isomer

via the ring-opening pathway. The As-C bond elongation from ttAs leads to the formation

of intermediate int2 via transition state ts3 with a barrier of 1.8 kcal mol−1. It is interesting

to note that ttAs and int2 are nearly degenerate. Further stretching of As-C bond leads to

the formation int2′ via ts4. ts4 was found to have ∠AsC1C2 ∼180◦. The formation of the

ttAs′ occurs from int2′ via ts3′ by overcoming a barrier of 1.8 kcal mol−1 (Figure 3.12). The

barriers for the ring-opening pathways via ttAs and ptAs were ∼ 1-2 kcal mol−1 and hence

comparable to the stereomutation pathway (∼ 1.5 kcal mol−1). This may indicate the possible

competition between the two pathways for this system.
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a) b)

Figure 3.12: (a) Ring-opening pathway for the interconversion between ttAs and ttAs′. The
relative energies for different stationary points are given in kcal mol−1 and (b) PES scan
obtained for X = As+ by performing a relaxed scan as a function of ϕ and θ .

a) b)

Figure 3.13: (a) Ring-opening pathway for the isomerization of ttGe to ttGe′ and (b) potential
energy surface scan for [GeC4H4]. The relative energies for different stationary points are
given in kcal mol−1.

The ring-opening pathways for X = Ge and Ga− systems were found to show similar charac-

teristics. In both the systems, the ring-opening occurs via ttX. The X-C bond stretching in ttX

leads to the formation of an intermediate int3_X via ts3_X (Figures 3.13-3.14). In contrast to

As+ where the structure with ∠XC1C2 = 180◦ correspond to a transition state (ts4), for Ge
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a) b)

Figure 3.14: (a) Ring-opening pathway for the isomerization of ttGa to ttGa′ and (b) potential
energy surface scan for [GaC4H4]−. The relative energies for different stationary points are
given in kcal mol−1.

and Ga−, int_X was found to be minima on the PES. Moreover, the X-C bond was found to

be more elongated in ts3_Ge (∠GeC1C2 = 148.6◦, rGeC1 = 2.92 Å) as compared to ts3_Ga

(∠GaC1C2 = 113.9◦, rGaC1 = 2.63 Å). Also, the ring-opening barriers were found to be 1.8 and

4.3 kcal mol−1 for X = Ga− and Ge respectively. The relative energies for the stationary points

at different level of theories and the important geometrical parameters are given in Table 3.4.

3.3.3 Dynamics of the Isomerization

To understand the various reaction mechanisms followed during the interconversion of ttX

and ttX′, we studied the time evolution of the systems using ab initio classical dynamics sim-

ulations. A set of 50 trajectories each were initiated for X = Al−, Si, and P+. Out of the

total trajectories initiated, 28, 5, and 35 trajectories were found to be reactive for X = Al−,

Si, and P+ respectively i.e. they exhibited isomerization within the integration time. These

trajectories either showed stereomutation via the ptX or via the ring-opening pathway. Stere-

omutation via ptX was observed in 27/28, 4/5, and 4/35 reactive trajectories for X = Al−, Si,

and P+ respectively. The internal coordinates ϕ and θ were followed as a function of time to

understand the different pathways followed during the dynamical simulations. In addition, we
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Table 3.4: Relative energies and important geometrical parameters of different stationary
points for X = Ga−, Ge, and As+ using MP2 and CCSD(T) methods. The energies, angles
and distances are reported in kcal mol−1, ◦, and Å respectively. The transition state ts† leads
to the formation of ptX from ttX.

Species MP2/cc-pVTZ CCSD(T)/cc-pVTZa ϕ θ X-C1 X-C2 C1-C2
X = Ga−

ttX 0.0 0.0 90.0 71.4 2.00 2.00 1.28
ptX 0.4 0.5 0.0 71.2 2.01 2.01 1.30

ts3_Ga 1.8 0.8 90.0 113.8 1.84 2.63 1.28
int3_Ga −0.5 −1.2 - 180.0 1.83 3.10 1.27
ts3_Ga′ 1.8 0.8 −90.0 113.8 1.84 2.63 1.28
X = Ge

ttX 0.0 0.0 90.0 70.4 1.91 1.91 1.28
ptX −0.4 −0.2 0.0 70.1 1.92 1.92 1.31
ts† 0.3 0.1 −126.2 70.3 1.92 1.92 1.29

ts3_Ge 4.3 2.0 90.0 148.6 1.76 2.92 1.28
int3_Ge 4.1 2.0 - 180.0 1.75 3.03 1.28
ts3_Ge′ 4.3 2.0 −90.0 148.6 1.76 2.92 1.28
X = As+

ttX 0.0 0.0 90.0 69.7 1.85 1.85 1.28
ptX −2.6 −2.3 0.0 69.1 1.88 1.88 1.35
ts† 1.5 0.4 −122.4 69.7 1.86 1.86 1.29
ts2 1.1 −0.5 −135.8 92.5 1.75 2.24 1.32
int2 0.1 −3.6 90.0 113.7 1.72 2.55 1.31
ts3 1.7 1.6 90.0 84.7 1.76 2.09 1.30
ts4 1.2 −3.8 - 180.0 1.71 3.01 1.30

int2′ 0.1 −3.6 −90.0 113.7 1.72 2.55 1.31
ts2′ 1.1 −0.5 −45.8 92.6 1.75 2.24 1.32
ts3′ 1.7 1.6 −90.0 84.7 1.76 2.09 1.30

aCCSD(T)/cc-pVTZ//MP2/cc-pVTZ level of theory

also found trajectories showing multiple stereomutation, ring-opening, and recrossing events

during the total integration time. Sample trajectories for X = Al−, Si, and P+ systems showing

stereomutation events are shown in Figure 3.15.

It is interesting to note that for X = P+, although the barriers for stereomutation and ring-

opening pathways are similar (∼ 5.6 and 6.1 kcal mol−1 respectively), 31 trajectories followed

the latter whereas only 4 trajectories followed the former pathway. This clearly indicates the
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X = Al− X = Si X = P+

Figure 3.15: Representative trajectories showing stereomutation for systems with X = Al−,
Si, and P+ respectively. The trajectories are plotted on the relaxed PES computed at MP2/cc-
pVTZ level of theory. The radial axis represents ∠XC1C2 (θ ) and the polar axis represents
the variation of ϕ . The color coding represents the time evolution of the system.

dynamical nature of the system and the role of intramolecular vibrational energy redistribution

in the dynamics. We also calculated the Rice-Ramsperger-Kassel-Marcus (RRKM) lifetimes

for the stereomutation and ring-opening pathways. The RRKM rate constant and lifetime is

given as,

k(E) =
G(E −E†)

hρ(E)
(3.1)

τRRKM =
1

k(E)
(3.2)

where, G(E −E†) is the sum of states at the transition state, ρ(E) is the density of states at the

reactant, E is the total energy available to the system, E† is the energy barrier for the reaction,

and h is the Planck’s constant. For X = P+, the lifetimes for the pathways were found to be

0.25 ps and 0.10 ps respectively. For the X = Si and Al− systems, the ring-opening lifetimes

were found to be longer compared to the stereomutation lifetimes due to the higher energy

barriers for the ring-opening process. However, it should be noted that the dynamics of the

isomerization is non-RRKM with several trajectories exhibiting recrossing events.

Similarly, for X = Ga−, Ge, and As+, set of 30 trajectories each were initiated at the re-

actant region each using Boltzmann sampling techniques at 300 K. 5/30, 23/30, and 10/30

trajectories each were found to show stereomutation as the first event for X = Ga−, Ge, and

As+ systems respectively. However, 5/30 and 11/30 trajectories showed ring-opening during
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Figure 3.16: Sample trajectories showing (a) stereomutation via ptGe and (b) ring-opening
pathway for ttAs. The colorbar shows the evolution of the trajectory with time.

stereomutation as the first event for X = Ga− and As+ respectively. Sample trajectories show-

ing stereomutation and ring-opening pathways are shown in Figure 3.16. It is interesting to

note that none of the 30 trajectories followed the ring-opening pathway of stereomutation for

X = Ge system within the total integration time of 1 ps. This can be attributed to the high

barrier of bond breaking pathway (∼ 4.3 kcal mol−1) as compared to stereomutation pathway

(∼ 0.3 kcal mol−1) for this system. However, it should be noted that the ring-opening path-

ways can be observed on integrating the trajectories for a longer period of time. In contrast,

since the barriers for the stereomutation and bond breaking pathways are similar (∼ 1.5 kcal

mol−1) for X = As+, both the pathways were accessed by the trajectories. Here also, for all

the three systems, multiple stereomutation and ring-opening events were observed during the

1 ps integration timescale.

The thermal rate constants for the stereomutation and ring-opening pathways were also

calculated at 300 K using the Transition state theory (TST). The TST rate constant and lifetime

can be given as,

kTST =
kBT

h
Q†

QAQB
e−Ea/kBT (3.3)

τ =
1

kTST
(3.4)

where T and kB are the temperature and Boltzman constant. Q†, QA, and QB are the total
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partition functions for the transition state and reactant molecules (A and B) respectively, h is

the Planck’s constant and τ is the lifetime. The total partition function,

Q = QtransQrotQelecQvib (3.5)

is a product of the translational, rotational, electronic and vibrational partition function of

the system. The τTST was found to be comparable for the stereomutation (1.95 ps) and ring-

opening pathway (1.17 ps) for X = As+. However, for X = Ge and Ga−, the τTST for ring-

opening pathway was higher (∼ 262.5 and 15.6 ps respectively) as compared to the stereomu-

tation pathway. This can be attributed to the higher energy barrier for the former pathways (∼

4.3 and 1.8 kcal mol−1 respectively) for the two systems. In order to have a better understand-

ing, the average lifetimes of the stereomutation and ring-opening pathways were also calcu-

lated from the trajectories. The lifetime corresponds to the average time spent by a molecule

in the reactant region before stereomutation or ring-opening. The internal coordinates ϕ and

θ were followed as a function of time to calculate the lifetimes of stereomutation and ring-

opening pathways. The average lifetimes for stereomutation were found to be 0.23, 0.18, and

0.083 ps for X = Ga−, Ge, and As+ respectively.

3.3.4 A Chiral System: SiBNCH2C(CH3)2

In order to identify a true chiral system in which the ptc is either a minima or TS on the

PES, various model systems with chiral Al−, Si, and P+ were conceived and geometry op-

timization and frequency calculations were performed. We identified a true chiral system

SiBNCH2C(CH3)2, where the ptc is a stable minimum on the PES. Since the molecule is

asymmetric about Si, the two enantiomers are isoenergetic. However, the planar forms are dif-

ferent (similar to the E and Z isomers) and hence have different energies. All the calculations

were performed at MP2/6-31+G* level of theory. The schematic representation of the different

enantiomers, R and S and the E and Z isomers are given in Figure 3.17.
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Figure 3.17: Schematic representation of the tetrahedral tetracoordinated R, S and planar tetra-
coordinated E and Z isomers.

A clockwise variation of the angle ϕ in the R-isomer leads to the formation of the planar

E-isomer via transition state TS1, whereas an anticlockwise rotation leads to the formation

of the planar tetracoordinated Z-isomer via transition state TS2. Further clockwise and anti-

clockwise rotation from the E-isomer and Z-isomers respectively leads to the formation of the

enantiomer S via transition state TS1′ and TS1′ (Figure 3.18). It should noted that the barriers

Figure 3.18: Potential energy profile for the R-S isomerization via clockwise and anti-
clockwise rotation.
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for the clockwise and anticlockwise variation of ϕ were found to be 7.0 and 8.0 kcal mol−1

respectively and are lower as compared to the barriers for the ring-opening pathways (22.63

and 12.34 kcal/mol for the Si-N and Si-B bond dissociation respectively).

We then performed ab initio classical trajectory simulations on this system at the MP2/6-

31+G(d) level. Out of the 45 trajectories initiated at the reactant region (S isomer), 5 were

reactive, out of which, 4 exhibited isomerization reactions without bond breaking. Two repre-

sentative trajectories are given in Figure 3.19, which show that the molecule goes from the S

to R isomer via the E and Z isomers, respectively.

Figure 3.19: (a) Schematic representation of various pathways for the R-S isomerization, (b)
Potential energy surface scan as a function of ∠SiNB versus ϕ . Sample trajectories showing
R-S isomerization via (c) E-isomer and (d) Z-isomer.
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3.4 Summary and Conclusions

We have identified new spiroconjugated systems, X(C)2(CH2)2 (X = Al−, Si, P+, Ga−, Ge,

and As+) analogues that exhibits isomerization between the tetrahedral structures via a pla-

nar transition state or a planar intermediate, both via rotation of the attached groups about

the central atom. Different possible ring-opening pathways during isomerization were also

identified for these systems. For X = Si, and Ge, the ring-opening barriers were found to be

higher as compared to the stereomutation barrier. Hence, these central atoms can act as po-

tential candidates for the designing systems for viable stereomutation. For X = P+ and As+,

the ring-opening barriers were found to be comparable to that of the stereomutation barriers,

hence the pathways were found to be competitive. A chiral neutral molecule was designed

that undergoes transitions between S and R isomers via proposed E or Z isomers. The time

evolution of these systems studied using quasi-classical trajectory simulations reveal that the

isomerization is possible via a tetracoordinated planar center.
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4
INFLUENCE OF SECOND-ORDER SADDLES ON REACTION

MECHANISMS

4.1 Introduction

T he potential energy surface for a non-linear molecule is a 3N-6 dimensional surface

(N being the number of atoms in the molecule) which depicts the variation of po-

tential energy of the system as a function of coordinates. The high dimensionality

and presence of different type of stationary points leads to the complex nature of the PES.

A minima on the PES is characterized by positive curvatures in all 3N-6 directions whereas

an nth- order saddle point is characterized by negative curvatures in n-directions (orthogonal

coordinates) and positive curvatures in the remaining 3N-6-n dimensions. Hence, a transition

state is a maximum in one direction, and minimum in 3N-7 directions.

The transition state plays an important role in understanding reaction mechanisms. The

transition state is an index-one saddle that connects the reactants and products (for a single-

step reaction) via the minimum energy path (MEP). The MEP is the steepest descent path
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followed from the transition state on either directions to connect to the respective minima. For

a multi-step reaction, the reactants and products are connected via different transition state(s)

and intermediate(s).

Similarly, a second-order saddle (SOS) or an index-2 saddle is a maxima in two directions

and minima in the remaining 3N-8 directions (Figure 4.1). However, such higher-order saddle

points have generally been overlooked. In general, SOS can be expected to have much higher

energies compared to the traditional transition states, and hence their role in reaction mech-

anisms have been considered insignificant. However, although in certain reactions where the

SOSs and transition states are comparable in energy, their role in the reaction mechanisms

and dynamics have been ignored and the reaction mechanisms have been explained via the

traditional transition states.94–99

a) b) c)

Figure 4.1: Schematic diagrams of a PES showing (a) minima in two-directions, (b) maximum
in one-direction, and (c) maxima in two-directions.

The early study of index-2 saddles on the PES and their significance in chemical reactivity

was reported by Heidrich and Quapp in 1986.100 Ezra and Wiggins investigated the role of

SOS in reaction dynamics using phase space structures and model Hamiltonian.101,102 They

also studied the influence of index-2 saddle on the dynamics of fragmentation of a Morse chain

under tensile stress.103 SOS were also observed in the ring–opening of cyclobutene, and iso-

merization of NF2H3 and NH5.104–107 An unusual trifurcation due to the presence of a second-

order saddle was also reported in certain SN2 type reactions by Gordon and coworkers.108 The

role of SOS was also investigated by Lourderaj and coworkers in the isomerization dynamics

of guanidine.109 The concerted double proton transfer reaction, which involves a SOS is also
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shown to be possible in addition to the single-step proton transfer reaction.110 Quantum and

classical dynamical simulations were performed on a two-degree-of-freedom potential with a

SOS by Keshavamurthy and coworkers.111

Recently, Pradhan and Lourderaj studied the thermal denitrogenation of 1-pyrazoline us-

ing ab initio classical dynamics simulation studies. In 1-pyrazoline, an SOS exists which is

∼ 4 kcal mol−1 higher in energy as compared to the synchronous transition state.112 They

found that the reaction followed the high-energy SOS path in addition to the synchronous

and asynchronous mechanisms and resulted in the product, cyclopropane, with a major single

inversion of configuration consistent with the experiments.113 They also found that the trajec-

tories following the SOS pathway resulted in cyclopropane formation with a major retention

of configuration. Moreover, they found that the molecules following the SOS path show dis-

tinct characteristic features in the product energy distribution as compared to those following

the transition state pathway during the reaction.

If enough energy is available to the system, and the SOS energy is comparable to the tran-

sition state, the SOS can play an important role in the dynamics of the system. However, huge

computation time is required to notice such events in dynamical simulations which involve

high energy barriers. The given limitation has been taken care by using enhanced sampling

techniques in molecular dynamics simulations. If the probability distribution as a function of

atomic coordinates is very high (usually in the minima) in two regions and these are separated

by a low probability region, the system is likely to remain stuck in one of the regions for most

of the time. A large amount of computational time is wasted in such a scenario. An entire

class of methods have been developed to explore the different regions of the configuration

space. One can use a bias potential B(x) such that the effective potential now becomes U(x) =

V (x) + B(x). The bias potential B(x) can now be adjusted so that the system samples the re-

gions which were otherwise not accessible due to high energy barriers. In Umbrella Sampling,

a number of short simulations are run with different biasing potentials to sample the different
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wells. In case of metadynamics, the bias potential is written as a sum of gaussian function of

the reaction coordinate. In case of metadynamics, the bias potential has the form of gaussian

functions. At time t = t0, the potential has the form U(x) = V (x) + B(x), i.e. the system is

no longer at the minima and hence moves to the next local minima. More and more gaussian

functions are added until the system explores the whole region in one of the potential minima,

and ultimately moves to the next minima.

The motivation of this study was to understand the role of second-order saddles in reaction

mechanisms with increasing Etotal. The total energy, Etotal available to the system is distributed

in different modes using the microcanonical normal mode sampling technique. Such a study

requires sampling methods that are completely unbiased and hence we chose the normal-mode

sampling technique. To this end, we report here the thermal denitrogenation of 1-pyrazoline

and the influence of SOS on the reaction dynamics at higher total energies. We have also stud-

ied the competition between the SOS and traditional transition state mechanism for the halo

substituted, 3,3,5,5-tetrachloro-1-pyrazoline, where the SOS is only ∼ 2 kcal mol−1 higher in

energy as compared to the synchronous transition state.

4.2 Methodology

4.2.1 Stationary Points

Pradhan and Lourderaj112 extensively investigated the thermal denitrogenation of 1-pyrazoline

using ab initio and DFT methods. They found that CASSCF(4,4)/6-31+G* level of theory

adequately described the different reaction pathways consistent with the CASPT2(12,12)/6-

31+G* level of theory. Hence, in this study, the stationary points for 1-pyrazoline and 3,3,5,5-

tetrachloro-1-pyrazoline, were calculated at CASSCF(4,4)/6-31+G* and CASPT2(4,4)/6-31+G

*//CASSCF(4,4)/6-31+G* level of theories. The four orbitals in the active space consists of

the two C-N σ and σ∗ orbitals. The stationary points were characterized as minimum, or
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nth-order saddle point by computing the normal mode frequencies. The transition states were

connected to the respective minimas by following the IRC. The calculations were performed

using Gaussian1670, NWChem88, and Molpro software.89

4.2.2 Trajectories Initiated from the Reactant Region for 1-pyrazoline

In the previous study by Pradhan and Lourderaj113, for the trajectories initiated from the reac-

tant (py) region, the total energy available to the system was calculated as,

Eavail = ∆ETS4f +EZPE +Evib +Erot +RT (4.1)

where, ∆ETS4f is the energy of the highest barrier transition state with respect to the reactant,

EZPE is the zero-point energy of TS4f, and Erot and Evib corresponds to the average rotational

and vibrational energies of TS4f at the experimental temperature of 510.45 K. Eavail thus was

calculated to be 119 kcal mol−1 at 510.45 K. In the current study, we provide energy of 11,

21, and 31 kcal mol−1 to the system in excess of 119 kcal mol−1, to understand the reaction

dynamics at higher energies. Thus,

Etotal = Eavail +Eexcess (4.2)

A set of 500 trajectories each were initiated for Etotal = 130, 140, and 150 kcal mol−1. A

summary of the energy available and the number of trajectories initiated for each system

is given in Table 4.1. The ab initio classical trajectory simulations were performed using

VENUS/NWChem programs91,92 at the CASSCF(4,4)/6-31+G* level of theory. The initial

coordinates and momenta were chosen for a given total energy by using the microcanoni-

cal normal mode sampling technique.14 The trajectories were integrated for a total of 2 ps

using the velocity-Verlet algorithm93 with the necessary forces computed on-the-fly at the

CASSCF(4,4)/6-31+G* level of theory.
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4.2.3 Trajectories Initiated from the SOS Region for 1-pyrazoline

To understand the post-SOS dynamics, trajectories were initiated from the SOS of 1-pyrazoline.

A set of 40 trajectories were initiated from the SOS and integrated in the forward and reverse

directions for 600 fs each. The initial coordinates and magnitude of the momenta for the for-

ward and reverse trajectories are the same except that the directions (forward and reverse) are

defined by the sign of the momenta. If p f
i defines the sign of the momenta for ith component

in the forward direction, −p f
i defines the direction of momenta for the ith component in the

reverse direction. These trajectories were then stitched together to get a complete trajectory.

The total energy available to the system at the SOS was calculated as,

Eavail = 140.0−∆Esos (4.3)

where ∆Esos is the energy of SOS with respect to 1-pyrazoline, and is equal to 44.12 kcal

mol−1. Therefore, the trajectories were integrated with Eavail = 95.88 kcal mol−1. Out of the

40 trajectories initiated, 25 resulted in complete trajectories i.e. Reactant → SOS → Product.

4.2.4 Trajectories Initiated from the SOS Region for

3,3,5,5-tetrachloro-1-pyrazoline

The Eavail for the system was calculated by assuming a Boltzmann distribution of states at the

SOS.

Eavail = EZPE +Evib +Erot +2RT (4.4)

where, EZPE, Erot, and Evib are the zero-point-energy, average rotational, and average vibra-

tional energy at 510.45 K, and RT is the energy along each of the orthogonal coordinate having

negative curvature. The trajectories from the SOS were integrated in the forward and reverse

directions and were stitched together to get a complete trajectory, similar to 1-pyrazoline.
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Table 4.1: Summary of the total energy and number of trajectories initiated for each system.

Trajectories initiated from Eavail Eexcess Etotal Total trajectories initiated
py 119.00 11.00 130.00 500
py 119.00 21.00 140.00 500
py 119.00 31.00 150.00 500
sos 95.88 0.00 95.88 40

Cl sos 46.69 0.00 46.69 50

4.3 Results and Discussions

4.3.1 Potential Energy Profile

A general chemical structure for 1-pyrazoline (X = H) and 3,3,5,5-tetrachloro-1-pyrazoline (X

= Cl) is shown in Figure 4.2. The important geometrical parameters used to understand differ-

ent mechanisms during the dynamical simulations are labelled. Here, r1, r2, and ds represent

the two C-N bond lengths and the mean C-N bond length respectively. The dihedral angle ϕs

= (ϕ1 −ϕ2)/2 is used to represent the out of plane bending motion of CH2 group of pyrazoline

with respect to the four atoms containing the C-N bonds.

Figure 4.2: General representation of the molecular structures used in the present study. The
atom numbers and important geometrical parameters are labelled.

(a) 1-pyrazoline

The thermal denitrogenation of 1-pyrazoline has been studied earlier in detail by Pradhan and

Lourderaj using different DFT functionals, MP2, CASSCF, and CASPT2 methods.112 Here,

we summarize the results so as to explain the dynamics of the system in the later sections.
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The reactant, 1-pyrazoline can exist in two degenerate isomeric forms (py and py′) depending

upon the position of the -CH2 group i.e. above or below the plane containing C3, C4, and C5

respectively. The interconversion between these two isomers is possible via a transition state

ts0, with a barrier of 0.17 kcal mol−1. The denitrogenation of py can then occur either via a

synchronous or asynchronous pathway.

The synchronous pathway accounts for breaking of both the C-N bonds simultaneously via

a transition state ts1, with a barrier of 40.04 kcal mol−1, which hence leads to the formation

of the trimethylene diradical tmd with the liberation of N2. A similar pathway was mapped

from py′ leading to the formation of tmd′ via ts1′, Figure 4.3(a). Interestingly, the isoenergetic

transition states ts1 and ts1′ are connected via a second-order saddle. The normal modes cor-

responding to the two imaginary frequencies represent the synchronous C-N bond stretching

and the -CH2 out-of-plane bending motion. The symmetric C-N stretching motion in the sos

connects the product cyclopropane (cyp) and transition state ts0 on either sides, whereas the

out-of-plane bending motion connects transition states ts1 and ts1′. Figure 4.3(b) shows the

PES for the denitrogenation of 1-pyrazoline mapped by performing a relaxed scan along the

coordinates ϕs and ds.

On the contrary, the asynchronous denitrogenation pathway happens via a step-wise man-

ner leading to the formation of a diazenyl diradical, which then leads to the formation of the

product cyclopropane. The asynchronous denitogenation can occur via a clockwise or anti-

clockwise rotation about one of the C-N bonds with barriers of 45.5 and 47.0 kcal mol−1

respectively. The potential energy profiles for the asynchronous pathway are given in Figure

4.4.

(b) 3,3,5,5-tetrahalo-1-pyrazoline

It is of interest to study the competition between the reaction mechanisms for systems with

comparable TS and SOS energies. To this end, we substituted the four H-atoms connected

to the sp3 hybridized C3 and C5 atoms with F and Cl. The potential energy profiles for
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a) b)

Figure 4.3: (a) Potential energy profile for the synchronous denitrogenation of 1-pyrazoline
and (b) PES obtained by performing a relaxed scan along the coordinates ds and ϕs. The MEPs
are plotted on the PES with solid black lines. The energies are obtained at the CASSCF(4,4)/6-
31+G* level of theory and are reported in kcal mol−1.

3,3,5,5-tetrafluoro-1-pyrazoline and 3,3,5,5-tetrachloro-1-pyrazoline were then mapped at the

CASSCF(4,4)/6-31+G* level of theory. We found that, the potential energy profiles for the

halo-substituted systems show similar characteristic features as compared to 1-pyrazoline. The

relative energies and important geometrical parameters for the two systems are compared with

that of 1-pyrazoline in Table 4.2.

The 3,3,5,5-tetrachloro-1-pyrazoline exists in two degenerate isomeric forms, Cl py and

Cl py′. Similar to py, here also the synchronous denitrogenation occurs via simultaneous

cleavage of both the C-N bonds, which leads to the formation of tetrachloro-trimethylene

diradical, Cl tmd (Figure 4.5). The reactant isomers Cl py and Cl py′ are connected via Cl

ts0 with a barrier of 0.41 kcal mol−1. The eigen vector for the imaginary frequency of Cl

ts0 corresponds to the out of plane bending motion of -CH2 group. It is worth pointing out

that the Cl sos and Cl ts1 barrier is now reduced to ∼ 2 kcal mol−1 as compared to ∼ 4 kcal

mol−1 for py. For F py, this energy difference is even lower, ∼ 1.5 kcal mol−1 (Figure 4.6).

However, the PES for F py ⇌ F ts0 ⇌ F py′ pathway is flat (0.01 kcal mol−1 barrier). This

needs further investigation of the mechanisms for this system at higher level of theories and
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is a topic of study in itself and will be investigated in the future. Hence, further studies were

performed by considering 3,3,5,5-tetrachloro-1-pyrazoline.

Figure 4.4: The asynchronous denitrogenation pathways for 1-pyrazoline at CASSCF(4,4)/6-
31+G* level of theory via (a) planar like and (b) perpendicular like diazenyl diradicals. The
TS5 represents the transition state for a concerted denitrogenation pathway. This figure is
adapted from Pradhan and Lourderaj, Phys. Chem. Chem. Phys., 2017, 19, 27468-27477.
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Figure 4.5: Potential energy profiles for the synchronous denitrogenation of 3,3,5,5-
tetrachloro-1-pyrazoline mapped at the CASSCF(4,4)/6-31+G* level of theory. The energies
are reported in kcal mol−1.

Figure 4.6: Potential energy profiles for the synchronous denitrogenation of 3,3,5,5-tetrafluoro-
1-pyrazoline mapped at the CASSCF(4,4)/6-31+G* level of theory. The energies are reported
in kcal mol−1.
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4.3.2 Ab initio Classical Dynamics Simulations: 1-pyrazoline

The classical dynamical simulations for the thermal denitrogenation of 1-pyrazoline was re-

ported earlier by Pradhan and Lourderaj at Etotal of 119 kcal mol−1.113 Here, we report the

findings of the study performed with higher total energies i.e. Etotal of 130, 140, and 150 kcal

mol−1.

(a) Reaction Pathways

A total of 500 trajectories each were integrated for Etotal = 130, 140, and 150 kcal mol−1. The

number of reactive trajectories i.e. the trajectories leading to the formation of products were

101, 216, and 304 for Etotal of 130, 140, and 150 kcal mol−1 respectively. As discussed earlier,

the denitrogenation of 1-pyrazoline can occur either via the synchronous breaking of both the

C-N bonds or via the asynchronous denitrogenation pathway. These pathways were character-

ized by monitoring the following geometrical parameters. A trajectory is said to follow the

synchronous pathway if both the C-N bond distances attain a value of 2.5 Å within 40 fs. The

C-N distances larger than 2.5 Å corresponds to a trajectory leaving the transition state region.

The transition state region was defined by sampling initial conditions of the trajectories at the

synchronous transition state. From the initial conditions of the sampled trajectories, the upper

bound of the C-N distance was found to be 2.5 Å. Also, the time interval of 40 fs approxi-

mately correspond to the symmetric C-N bonds stretching vibrational period. The trajectory

simulations reveal that both the synchronous and asynchronous pathways were followed dur-

ing the reaction, with the former being the dominant pathway. The two C-N bond distances of

the reactive trajectories for the three Etotal are plotted on a relaxed PES scan of both the C-N

bond distances in Figure 4.7. For the trajectories following the synchronous pathway, both

the C-N bonds break simultaneously, hence tracing a diagonal pathway as shown in Figure

4.7(a). On the contrary, for the asynchronous pathway, first one of the C-N bond breaks and

the other C-N bond oscillates about the equilibrium C-N bond length of ∼ 1.5 Å. This is then

followed by the dissociation of the second C-N bond, leading to the formation of tmd, which
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Figure 4.7: Reactive trajectories following (a) synchronous, and (b) asynchronous denitro-
genation pathways for Etotal = 130, 140, and 150 kcal mol−1. The trajectories are plotted on a
relaxed PES scan of both the C-N bond distances (Å) calculated at the CASSCF(4,4)/6-31+G*
level of theory.

then closes to form the product, cyp. The statistics from the trajectory simulations (Table 4.3)

reveal that, on increasing the total energy available to the system, the percentage of product

formation increased (8%, 20%, 43%, and 61% for Etotal = 119, 130, 140, and 150 kcal mol−1

respectively). With increase in total energy of the system from 119 to 130 kcal mol−1, a small

increase in the trajectories following the synchronous path (57.6% to 58.4%) was observed.

However, on going to 140 and 150 kcal mol−1, the percentage of trajectories following the

synchronous pathway decreased from 57.4% and 54.9% respectively. On the contrary, the

fraction of trajectories following the asynchronous path decreased from 37.9% for Etotal =

119 and to 31.7% for 130 kcal mol−1, which then increased to 33.3% and 34.6% for Etotal of

140, and 150 kcal mol−1 respectively. These results qualitatively indicate the opening of the

high barrier asynchronous denitrogenation pathway as the total energy available to the system

increases.
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(b) Stereochemistry of Product

We then looked at the stereochemistry of the product, cyp obtained during the denitrogena-

tion reaction. It should be noted that a fraction of trajectories for different Etotal lead to the

formation of tmd at the end of the total integration time of 2 ps and were not included dur-

ing the characterization of the stereochemistry of the products. These trajectories if integrated

further would result in ring closure and hence, the formation of cyp. The product, cyp can

be formed with a single inversion (SI), double inversion (DI), or retention of configuration

(Ret) at the C3 and C5 position of py. The SI, DI, and Ret of configuration were monitored

by tracking the number of half-rotations (180◦ rotations) before ring closure about the C3-C4,

and C4-C5 bonds. A combination of odd number of half-rotations about the C3-C4 and C4-C5

bonds leads to cyp with DI, whereas a combination of zero or even number of half-rotations

yields cyp with retention of configuration. On the contrary, a combination of odd number of

half-rotation about one of the C-N bonds and zero or even number of half-rotation about the

other C-N bonds leads to the formation of cyp with SI of configuration. Representative tra-

jectories showing SI, DI, and Ret are given in Figure 4.8. It was observed that the cyp with a

SI of configuration is the major product whereas cyp with retention is the minor product for

all the total energies used (Table 4.3). It should be noted that, experimentally a major SI of

configuration was observed for the cyp products obtained during the thermal denitrogenation

of trans-3,5-dimethyl-1-pyrazoline.114,115

(c) Second-order Saddle Dynamics

The trajectory analysis for all the three total energies show that a fraction of trajectories access

the higher energy second-order saddle avoiding the transition states ts1 and ts1′. The boundary

conditions used for defining the transition state ts1/ts1′ and sos regions are given is Table 4.5. It

was observed that, the number of trajectories accessing the sos region increased with Etotal. The

percentage of trajectories increased on going from 119 to 130 kcal mol−1 and then remained

∼ 10% for 130, 140, and 150 kcal mol−1. Also, from the distribution of trajectories following
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∠
C

C
C

H
(°

)

2 4 6 8 10 12 14

ds(Å)
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Figure 4.8: Variation of ∠C5C4C3H8 and ∠C3C4C5H6 as a function of ds showing (a) SI,
(b) DI, and (c) Retention of configuration. The colorbar represents the electron density in
the LUMO. The molecule is said to have a diradical character when the electron density in
the LUMO is > 0.45. The snapshots of the representative trajectories are shown below the
plots. The two H-atoms are shown in different colors (yellow and green) to show the inver-
sion/retention of configuration taking place during the product formation.

different reaction pathway it is seen that, although the sos has a lower barrier (44.12 kcal

mol−1) than the asynchronous transition states (48-53 kcal mol−1), the fraction of trajectories

following the asynchronous pathway is higher than the SOS. This clearly indicates the non-

statistical nature of the system. Moreover, the change in the fraction of trajectories following

the Async and SOS pathway indicates the change in the nature of bottlenecks in the phase

space with total energy. The trajectories following the SOS pathway for the three total energies,

plotted on a relaxed PES scan as a function of ϕs versus ds is given in Figure 4.9. Here, the ϕs

and ds are defined as (ϕ1 −ϕ2)/2 and (r1 + r2)/2 respectively.

Table 4.5: Boundary conditions used for ds and ϕs to define the transition state (ts1/ts1′) and
the second-order saddle region.

Region ds ϕs
ts1′ 2.00 to 2.16 30.9 to 50.9
sos 2.02 to 2.18 −18.0 to 18.0
ts1 2.00 to 2.16 −30.9 to −50.9
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Figure 4.9: Trajectories traversing the SOS pathway for Etotal = (a) 130, (b) 140, and (c) 150
kcal mol−1.

The different dynamical pathways followed are associated with the intramolecular vibra-

tional energy redistribution (IVR) that occurs during the reaction. From Figure 4.9, it can be

seen that the trajectories show multiple isomerization events between the reactant isomers py

and py′ before dissociating via the SOS pathway. This can be explained by the fact that the

out-of-plane bending motion of the CH2 group that leads to py ⇌ py′ is a low frequency oscil-

lation, hence sufficient energy is available along this mode to facilitate several isomerization

events. On the contrary, the C-N bond-breaking occurs when enough energy is available along

the C-N stretching mode, the critical oscillator for Sync and SOS pathways. The different dy-

namical pathways followed by the trajectories traversing the SOS region is given in Table 4.6.

It can be seen that the majority of the trajectories deviate from the MEP during the reaction.

Interestingly, 3/500 and 6/500 trajectories exhibited recrossing from the SOS region before

formation of the product cyp i.e. these trajectories first access the SOS region and then traverse

back to form the reactant, and then form the product via the transition state. Sample trajectories

showing such recrossing events are shown in Figure 4.10.

To improve the statistics, we also initiated 40 trajectories with Eavail = 95.88 kcal mol−1,

from the sos region and integrated them in the forward and reverse directions. Out of the 40

trajectories initiated, 25 gave complete trajectories i.e. py/py′ → sos → cyp. These trajectories

followed different dynamical pathways as shown in Figure 4.11. We can see that the majority

of the trajectories directly access the sos region from py/py′, consistent with the trajectories
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Table 4.6: Pathways followed by various trajectories dissociating via the sos region for an
Etotal of 130, 140, and 150 kcal mol−1

No. of trajectories for Etotal

Dynamical pathway 130 140 150

1. py → sos → cyp 4 4 10
2. py → sos → tmd′ 0 2 4
3. py → sos→ tmd 0 1 5
4. py → ts0 → sos → cyp 0 1 1
5. py → ts0 → sos → tmd 0 2 1
6. py → ts0 → sos → tmd′ 1 2 1
7. py → ts1→ sos → cyp 0 0 1
8. py → ts1 → sos → tmd′ 0 1 0
9. py′ → sos → cyp 1 0 3

10. py′ → sos → tmd 2 2 1
11. py′ → sos → tmd′ 0 1 1
12. py′ → ts0 → sos → cyp 2 0 1
13. py′ → ts0 → sos → tmd 0 1 1
14. py′ → ts0 → sos → tmd′ 0 0 1
15. py′ → ts1′ → sos → cyp 0 1 0
16. py′ → ts1′ → sos → tmd′ 0 1 1
17. py′ → ts0 → sos → ts1 → tmd 0 1 0

Figure 4.10: Sample trajectories showing recrossing events via the sos for Etotal = 150 kcal
mol−1.

initiated from the py region which follow the SOS pathway. The remaining 15 trajectories lead

to the formation of product, when integrated both in forward and backward directions.

An interesting thing to note is the stereochemistry of the products obtained via the SOS

pathway. It can be seen that the majority of the trajectories traversing the sos region lead

to the formation of cyp with retention of configuration (except for Etotal = 140 kcal mol−1).
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Figure 4.11: Trajectories initiated from sos region following different reaction pathways dur-
ing the thermal denitrogenation of 1-pyrazoline: (a) py/py′→ sos → cyp, (b) py/py′ → sos →
tmd/tmd′, and (c) py′→ ts0 → sos → cyp (d) Representative trajectory showing the denitro-
genation via the sos pathway.

This is observed for both, trajectories initiated from the py and those initiated from the sos

regions. This preference can be explained by considering the pathway taken by the trajectories

dissociating via the sos region. A direct ring closure from the sos following the MEP, leads to

the formation of cyp with retention, since the molecule does not have enough time for rotation

about the C-C bonds. On the other hand, the trajectories not following the MEP, have enough

time for rotation about the C-C bonds to result in cyp with Si or DI of configuration.

(d) RRKM and Trajectory Lifetimes

We investigated the (non-)statistical nature of the dynamics of thermal dissociation of 1-

pyrazoline studied at different energies. The RRKM lifetimes, τRRKM for the reaction via

ts1 were found to be 0.64, 0.33, and 0.19 ps for Etotal = 130, 140, and 150 kcal mol−1, res-

pectively. As the energy available to the system increases, the products are formed readily,

and hence the τRRKM decreases. To have an insight, the lifetimes of the trajectories following

the synchronous denitrogenation pathway were also calculated. The lifetime of a trajectory

was calculated as the total time taken for both the C-N bonds to attain a value of 5 Å i.e. the

time taken by the trajectory for the formation of the products. The average lifetime for the

synchronous trajectories, τsync were 1.10, 0.97, and 0.87 ps for Etotal = 130, 140, and 150
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kcal mol−1 respectively. These lifetimes are clearly far greater than those calculated from the

RRKM theory.

Similarly, we also calculated the RRKM rate constant at the sos. It should be noted that,

the RRKM rate constant is not defined at the sos. However, we can define a formal (N-2)-

dimensional dividing surface for a N-dimensional phase space. Hence, the ksos here was ap-

proximately calculated by considering the absolute value for the frequency of the out-of-plane

bending motion of the -CH2 group and taking the C-N symmetric stretching motion as the crit-

ical oscillator. Here, E0 was taken as the energy of sos with respect to py. The τsos calculated

thus were 2.99, 1.41, and 0.75 ps for Etotal = 130, 140, and 150 kcal mol−1 respectively. The

RRKM lifetimes for the sos are higher as compared to the ts1. This is expected because, as

the energy barrier (E0) increases, the less readily the products are formed. Since the number

of trajectories traversing the sos region were less, we did not calculate the average lifetimes.

However, the deviation of the trajectory lifetimes from that calculated using the RRKM theory

for synchronous pathway, indicates the non-statistical nature of the denitrogenation reaction.

This is further evident from the recrossing trajectories via ts1 and sos, observed for the system.

(e) Product Energies

The kinetic energy available to the system is distributed among the rotational, vibrational and

translational modes of the system during product formation. To this end, we have calculated

the average translational (E trans) and rotational energy (Erot) of the fragments cyp and N2

when they are 12 Å apart, for all the reactive trajectories. The distribution of the relative

translational energy (Etrans) for trajectories following different pathways is given in Figure

4.12. The average relative translational energy, E trans was calculated to be 41.20, 41.69, and

44.31 for the trajectories following synchronous denitrogenation pathway for Etotal = 130, 140,

and 150 kcal mol−1 respectively. The E trans for the fragments cyp and N2 increased with the

total energy available to the system. This can be explained by the fact that, the kinetic energy

release along the reaction coordinate increases as Etotal increases. In addition, the E trans for
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Figure 4.12: Distribution of relative translational energy between the cyp and N2 fragments
for trajectories following synchronous, asynchronous, and SOS pathways for the three total
energies.

the trajectories following the sos pathway were found to be 42.43, 42.84, and 43.12 kcal

mol−1 for Etotal = 130, 140, and 150 kcal mol−1 respectively. We can see that the E trans for

SOS trajectories is larger than that for synchronous and asynchronous trajectories, similar

to that observed for Etotal = 119 kcal mol−1.113 However, for 150 kcal mol−1, the E trans for

synchronous trajectories is more than that for SOS. This may be due to a large number of
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trajectories deviating the MEP, and hence leading to the formation of diradicals before the

formation of products. It should be noted that, if a trajectory directly skirts through the MEP

from the sos to form cyp, then excess kinectic energy is expected to get transferred along the

translational modes of the fragments. Similarly, for the trajectories following asynchronous

pathway, the E trans was found to be 31.92, 35.94, and 37.66 for Etotal = 130, 140, and 150

kcal mol−1 respectively. It can be seen that the E trans for synchronous trajectories is greater

than that for the asynchronous trajectories. This is because the asynchronous pathway involves

rotation about the C-N bond, leading to build-up of angular momentum. This increases the Erot

energy for the asynchronous trajectories, hence leading to lower E trans.

4.3.3 Ab initio Classical Dynamics: 3,3,5,5-tetrachloro-1-pyrazoline

The MEPs for 3,3,5,5-tetrachloro-1-pyrazoline are plotted on a relaxed PES scan of ϕs versus

ds in Figure 4.13. To understand the effect of substitution on dynamical pathways, we initiated

Figure 4.13: PES obtained by performing a relaxed scan of ϕs and ds at the CASSCF(4,4)/6-
31+G* level of theory. The MEPs are plotted on the PES with solid black lines.

50 trajectories from sos Cl in the forward and reverse directions with an Etotal of 78.62 kcal

mol−1. 35/50 trajectories were found to be reactive i.e. they resulted in the formation of prod-

ucts, Cl cyp. The different dynamical pathways followed during the trajectory simulations are
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given in Table 4.7. It can be seen that the majority of the trajectories, (11+16) follow the MEP

Cl ts0 → Cl sos → Cl cyp (Figure 4.14). (5+2)/35 trajectories lead to the formation of Cl

Table 4.7: Pathways followed by the trajectories initiated from the Cl sos region for 3,3,5,5-
tetrachloro-1-pyrazoline

Pathways No. of trajectories
1. Cl py → Cl sos → Cl cyp 5
2. Cl py′→ Cl sos → Cl cyp 2
3. Cl py→ Cl ts0 → Cl sos → Cl cyp 11
4. Cl py′→ Cl ts0 → Cl sos → Cl cyp 16
5. Cl py′→ Cl sos → Cl ts1 → Cl cyp 1

Figure 4.14: Different mechanistic pathways followed by the trajectories initiated from Cl
sos. The trajectories are plotted on a relaxed PES scan of ϕs versus ds of 3,3,5,5-tetrachloro-1-
pyrazoline.

py from Cl sos, directly from Cl py/Cl py′ and hence did not follow the MEP. Interestingly,

one trajectory first reached Cl sos from Cl py′, and then lead to the formation of Cl cyp via

Cl ts1. These observations point to contrasting dynamics followed in the chloro-substituted

pyrazoline compared to 1-pyrazoline. Unlike the case of 1-pyrazoline, here the majority of the

trajectories follow the MEP during the formation of product. In addition, we also find that all
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35 trajectories lead to the formation of Cl cyp with a retention of configuration, similar to the

observations from 1-pyrazoline where the SOS served as a alternative pathway for the forma-

tion of products with retention of configuration. The non-statistical dynamics of the system

can be understood from the negligible presence of other reactive pathways via Cl py/Cl py′

from Cl sos. However, a large number of trajectories need to be evaluated to obtain a clear

picture.

4.4 Summary and Conclusions

The thermal denitrogenation of 1-pyrazoline and 3,3,5,5-tetrahalo-1-pyrazoline was studied

using ab initio classical dynamics simulations. The denitrogenation of 1-pyrazoline was stud-

ied at higher energies available to the system (Etotal = 130, 140, 150 kcal mol−1) to understand

the influence of second-order saddle on the reaction mechanisms. It was observed that the

number of reactive trajectories increased with increase in Etotal available to the system. The

reaction followed both the synchronous and asynchronous mechanisms, with the former being

the major pathway. In addition, with increase in Etotal, the higher energy asynchronous path-

way opened up although the sos energy is lower as compared to the asynchronous transition

state and more number of trajectories followed the asynchronous path, hence indicating the

non-statistical nature of the system. The SOS was also found to serve as an alternate pathway

for the formation of cyp products with retention of configuration. Also, the majority of the

trajectories did not follow the MEP and a major SI of configuration was observed for cyp

products consistent with the experimental observations.

In case of 3,3,5,5-tetrachloro-1-pyrazoline, the Cl sos was found to be only 2.5 kcal mol−1

above the transition state. The ab initio classical dynamics simulations revel that majority of

the trajectories follow the MEP and directly close to give Cl cyp with retention of configura-

tion.
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5
MECHANISMS AND DYNAMICS OF THE THERMAL

DENITROGENATION OF

2,3-DIAZABICYCLO[2.2.1]HEPT-2-ENE

5.1 Introduction

T hermal116–124 and photochemical125–131 denitrogenation of 2,3-diazabicyclo[2.2.1]

hept-2-ene (dbh) resulting in bicyclopentane (bcp) has been well studied both ex-

perimentally and theoretically. Carpenter and coworkers124 observed that the py-

rolysis of 2,3-diazabicyclo[2.2.1]hept-2-ene-exo,exo-5,6-d2 produces bicyclo[2.1.0]pentane-

exo,exo-2,3-d2 and bicyclo[2.1.0]pentane-endo, endo-2,3-d2, of which the exo-isomer is the

major product and cyclopentene (cpn) is formed in traces, with the liberation of nitrogen gas

(Scheme 5.1). The exo-bcp is formed as a result of inversion of configuration at both the

carbon centers (the carbon bonded to nitrogen in dbh), leading to a double inversion of con-

figuration. On the other hand, the endo-bcp is formed as a result of retention of configuration

at both the carbon centers. They found that the ratio of the rate constants for the formation of
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exo and endo products (kexo/kendo) is ∼ 4.5 and does not show significant temperature depen-

dence. Also, a decrease in this ratio was observed on going from gas phase to solution phase.

Mishra and co-workers in 1966 studied the pyrolysis of various 3,5 substituted pyrazolines

at a range of temperatures and estimated the activation energy for deazetization of dbh to be

36.9 ± 0.3 kcal mol−1.116 Kinetic studies showed that the thermal deazetization of dbh was

a first order reaction and was found to be about 430 times faster than its acyclic analogue

(Me2CHN=NCHMe2) at 250◦C.123

Scheme 5.1: Schematic representation for the thermal denitrogenation reaction of dbh.

Various explanations have been proposed in the literature to explain the major double

inversion of configuration observed.132–134 Studies suggested that the reaction mechanism

can either involve breaking of both the C-N bonds simultaneously (synchronous pathway) or

one of the C-N bonds can break first followed by the other (asynchronous pathway). Bauer

suggested that the synchronous denitrogenation would lead to the formation of vibrationally

excited N2.135 This is because there is a large change in the N-N bond distance on going

from dbh to N2. However, experiments by Adams and coworkers showed that N2 was formed

with very less vibrational energy indicating that the denitrogenation followed an asynchronous

pathway, involving the formation of a diazenyl biradical which can then form bcp or undergo

H-atom shift to form cpn.120 Computational studies by Robb and coworkers in 1998 using

multireference wave function methods proposed that the deazetization of dbh can occur via

both synchronous and asynchronous pathways.125 Carpenter and coworkers studied the differ-

ent reaction mechanisms for the denitrogenation of dbh using CASSCF and CASPT2 methods

86



MECHANISMS AND DYNAMICS OF THE THERMAL DENITROGENATION OF DBH

and proposed that the synchronous mechanism is more favourable as compared to the asyn-

chronous pathway.117 Houk and co-workers worked on a range of bicyclic azo compounds

including dbh and investigated the one-bond, two-bond, and three-bond cleavage mechanisms

possible during the pyrolysis of such compounds using various density functionals and multi-

configurational methods.119 They suggested that, the synchronous pathway is lower in barrier

and hence more favourable. It should be noted that, none of the studies reported thus far were

able to identify the crucial transition state corresponding to the first C-N bond cleavage for the

asynchronous denitrogenation pathway.

Substituents on the bridge head position of dbh were also found to play a key role in

the mechanisms followed during deazetization reaction. Masuyama and coworkers121 in 2005

studied the effect of the presence of electron donating and electron withdrawing substituents

on the bridge head position using density functional theory. They found that the synchronous

mechanism is more favoured when an electron donating group is present on the bridge head po-

sition whereas the asynchronous mechanism was favoured for reactions in which an electron

withdrawing group was present on the bridge head position of dbh. However, within the com-

putational methodology used, they were not able to locate many stationary points and hence

were unable to map the complete potential energy profile for the reaction. Andres and co-

workers in 2015 also studied the different mechanistic pathways for the deazetization of dbh

and substituted dbh systems under the domain of quantum chemical topology and proposed

that the denitrogenation of dbh via a synchronous mechanism is more feasible as compared

to the asynchronous pathway.122

The studies reported this far on the mechanism of the deazetization of dbh, point to the

formation of a cyclopentane-1,3-diyl diradical (cpdr), in the course of the reaction. The gener-

ation of a five-membered cyclic ring during the reaction introduces interesting features in the

reaction mechanism. While a planar cyclopentane ring (D5h symmetry) introduces negligible

angle strain (the internal angles of a pentagon is 108◦, which is quite close to the tetrahedral an-
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a) b)

Figure 5.1: Different conformers of cyclopentane obtained due to the ring-puckering motion
(a) envelope conformers (E1 and 1E isomer), (b) twisted conformers (3T2 and 2T3 isomer).

gle of 109.45◦), the presence of the H-atoms in an eclipsed conformation leads to considerable

torsional strain in the planar molecule. This torsional strain can be minimized by ring puck-

ering, hence leading to the formation of stable envelope and twisted conformations.136–138 In

the envelope isomer (Cs symmetry), four sp3 hybridized C-atoms lie on a plane and the fifth C-

atom lies either above or below the plane. On the other hand, in the twisted conformation (C2

symmetry), three sp3 hybridized C-atoms are present on a plane and the other two C-atoms are

placed with one above and the other below the plane (Figure 5.1). Hence, a total of 20 differ-

ent isomers of cyclopentane can be obtained. This makes up a complete pseudorotation cycle

comprising of 20 isomers in case of a 5-membered cyclic ring.139 To the best of our knowl-

edge, a complete mechanistic pathway for the thermal deazetization of dbh is still not clear.

In this work, we explore the various reaction pathways possible for the thermal deazetization

of dbh using CASSCF and CASPT2 methods. The dynamics of the system was also studied

using ab initio classical dynamics simulations to understand the atomic-level mechanism and

product distribution.

5.2 Methodology

The different reaction pathways were mapped at the CASSCF(n,m)/6-31+G* level of theory

where n and m represents the number of active electrons and active orbitals respectively. The

active spaces used in this study are given in Table 5.1. The pictorial representation of the
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Table 5.1: Active space used for CASSCF (n,m) calculations

(n,m) Active Orbitals
(4,4) σ1(C-N), σ2(C-N), σ1∗(C-N), σ2∗(C-N)

(12,12) σ1(C-N), σ2(C-N), σ3(C-C), σ4(C-C)
σ5(C-C),σ6(C-C)

σ1∗(C-N), σ2∗(C-N), σ3∗(C-C), σ4∗(C-C)
σ5∗(C-C),σ6∗(C-C)

active orbitals are given in Figure 5.2. The potential energy profile for the reaction was

also investigated at the DFT level using different density functionals such as UB3LYP, M06-

2X, and at the UMP2 level. The calculations were performed using Gaussian1670, MOL-

PRO89, and NWChem88 software packages. The stationary points on the PES were char-

acterized by computing the normal mode eigen values. The IRC68 was followed on either

sides of the transition state to connect to the respective intermediates. The effect of basis

sets was investigated by using various 6-31+G*, 6-311+G(2d,p), cc-pVDZ, and cc-pVTZ

at the CASSCF(4,4) level of theory.140–143 To account for the dynamic correlation, single-

σ1*(C-N) σ2*(C-N) σ3*(C-C) σ4*(C-C) σ5*(C-C) σ6*(C-C)

σ4(C-C)σ3(C-C) σ5(C-C)σ1(C-N) σ2(C-N) σ6(C-C)

Figure 5.2: Active orbitals used in the CASSCF calculations. The box indicates the orbitals
used in the (4,4) active space.
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point CASPT2(4,4)//CASSCF(4,4) and CASPT2(12,12)//CASSCF(12,12) calculations were

also performed.

To understand the dynamics, the time evolution of the system was studied using ab initio

classical trajectory simulations. A total of 500 trajectories were initiated from the reactant dbh

molecule with the initial coordinates and momenta sampled using the microcanonical normal

mode sampling technique.14 The total energy available to the reactant dbh was calculated by

assuming a Boltzmann distribution of states at the asynchronous transition state (ts1a) as,

∆Etotal = ∆Ea +∆Evib +∆Erot +RT (5.1)

where, ∆Ea is the energy of ts1a relative to the reactant, ∆Evib and ∆Evib correspond to the

average vibrational and rotational energy available for ts1a at 453.15 K (experimental tem-

perature), and RT corresponds the energy along the reaction coordinate. The Etotal at 453.15

K was calculated to be 127.38 kcal mol−1. The forces on the system were computed on-the-

fly at the CASSCF(4,4)/6-31+G* level of theory.91 The equations of motion were integrated

by using the velocity-Verlet algorithm.144 In addition, a set of 50 trajectories each were also

integrated from the synchronous (ts1) and asynchronous (ts1a) transition states for the den-

itrogenation of dbh with an Eexcess of 91.28 and 90.18 kcal mol−1 respectively (Table 5.2).

Here,

∆Eexcess = ∆Etotal −∆Ets1/ts1a (5.2)

Table 5.2: Summary of the initial conditions for the trajectory simulations from different re-
gions.

Trajectories initiated from ∆Etotal ∆Eexcess Total trajectories initiated
dbh 127.38 - 500
ts1 127.38 91.28 50

ts1a 127.38 90.18 50

The trajectories were integrated in the forward and reverse directions for a given set of

initial conditions chosen using the microcanonical normal mode sampling technique. The for-
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ward and backward trajectories were stitched together to get a complete trajectory i.e. dbh →

ts1/ts1a → P. The initial coordinates and the magnitude of conjugate momenta for the forward

and reverse trajectories were same. However, if p f
i defined the sign of the momenta for ith com-

ponent in the forward direction, −p f
i defined the direction of momenta for the ith component

in the reverse direction. The important geometrical parameters were followed as a function of

time to characterize the different reaction pathways followed and product distribution obtained

during the reaction.

5.3 Results and Discussions

5.3.1 Potential Energy Profile

The molecular structure of dbh is shown in Figure 5.3. The dbh molecule has a Cs symmetry

with a sigma plane passing through the methylene (-CH2) bridge. The five C-atoms in dbh

form an envelope isomer of the cyclopentane ring. The N2 group is attached to this envelope

isomer at the 2,4 positions, hence forming the bicyclic moiety. The atom labels used in the anal-

ysis and important geometrical parameters are also given in Figure 5.3. As discussed above,

Figure 5.3: Atom labels and important geometrical parameters of dbh used in further analysis.

the thermal deazetization of dbh can occur either via simultaneous breaking of both the C-N

bonds or one of the C-N bonds can break leading to the formation of a diazenyl diradical, dadr

which further leads to the second C-N bond dissociation. The different stationary points along
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the synchronous and asynchronous pathways were calculated at the CASSCF(4,4)/6-31+G*

and CASSCF(12,12)/6-31+G* levels of theory. The dynamical correlation was included by

considering the CASPT2(4,4) and CASPT2(12,12) methods (Table 5.3). In addition, the effect

of basis sets were investigated using the 6-31+G*, 6-311+G(2d,p), cc-pVDZ, and cc-pVTZ ba-

sis sets and CASSCF(4,4) method (Table 5.4). We can see that CASSCF(4,4)/6-31+G* level

Table 5.3: Energetics of the reaction at CASSCF(4,4)/6-31+G* and CASSCF(12,12)/6-31+G*
level of theory. The CASPT2(n,m) calculations were performed by doing a single point calcu-
lation on the CASSCF(n,m) optimized geometries. The energies are reported with respect to
dbh in kcal mol−1

Stationary Points CASSCF(4,4) CASPT2(4,4) CASSCF(12,12) CASPT2(12,12)
dbh 0.0 0.0 0.0 0.0
ts1 36.1 36.3 37.8 38.2

cpdr -1.0 27.1 6.5 26.02
ts1a 37.2 38.3 40.8 39.2
int2a 36.0 37.9 39.9 38.7
ts2a 37.1 40.5 41.3 41.6
ts1b 36.2 38.2 40.2 39.0
int2b 34.5 37.1 38.4 37.8
ts2b 36.5 41.0 40.8 42.1
ts1c 36.3 38.3 40.1 39.0
ts2c 37.0 40.4 41.2 41.6

inteq2 36.0 39.0 39.6 39.8
ts1e 36.9 38.9 40.3 39.8

inteq1 35.2 36.9 38.4 37.2
ts2e 36.5 38.4 - -
ts1f 36.2 38.8 41.5 41.0

inteq3 34.3 37.2 38.0 37.9
ts2f 36.4 40.0 39.3 40.2

of theory represents the PES reasonably well capturing the overall features consistent with

the high-level CASPT2(12,12)/6-31+G* method. The CASSCF(4,4)/6-31+G* energies devi-

ate less that 5 kcal mol−1 from the CASPT2(12,12)/6-31+G* level except for cpdr. A similar

deviation in the diradical energies was seen in 1-pyrazoline.112 Here, we describe the different

pathways mapped at the CASSCF(4,4)/6-31+G* level of theory.

(i) Synchronous Denitrogenation Pathway
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Table 5.4: Effect of basis sets on the energetics of stationary points at the CASSCF(4,4) level

Stationary Points 6-31+G* 6-311+G(2d,p) cc-pVDZ cc-pVTZ
ts1 36.1 35.2 34.0 35.2

cpdr -1.0 -3.6 -2.8 -
ts1a 37.2 36.9 36.3 37.0
int2a 36.0 35.9 35.3 36.0
ts2a 37.1 36.5 36.1 36.6
ts1b 36.2 36.2 37.9 36.3
int2b 34.5 34.4 34.0 34.6
ts2b 36.5 35.9 35.5 36.0
ts1c 36.3 36.2 35.6 36.3
ts2c 37.0 36.4 36.0 36.5

inteq2 36.0 35.9 35.6 36.0
ts1e 36.9 36.8 36.4 36.8

inteq1 35.2 35.0 34.7 35.2
ts2e 36.5 35.9 35.8 36.0
ts1f 36.2 36.1 35.8 36.2

inteq3 34.3 34.4 34.1 34.5
ts2f 36.4 35.9 36.0 36.0

The simultaneous dissociation of the two C-N bonds in dbh leads to the formation of cpdr via

transition state ts1. The two C-N bonds stretch simultaneously on going from dbh (rCN = 1.52

Å) to ts1 (rCN = 2.08 Å) with a barrier of ∼ 36 kcal mol−1 (Figure 5.4). The barrier is in close

agreement with the experimental activation barrier obtained from the kinetic studies.116 The

normal mode eigenvector for ts1 along the reaction coordinate correspond to the symmetric

C-N stretching vibration with ν = 695.2i cm−1. The IRC from ts1 connects to dbh on one

side and cpdr on the other side. The diradical, cpdr formed during the reaction is stabilized

by 1 kcal mol−1 with respect to dbh. A partial geometry optimization was performed for cpdr

(cpdr and N2 were kept at a distance of 10 Å) to maintain the size consistency of the system.

In this case, the two p orbitals present on the two C-atoms (C4 and C2) of cpdr and π and

π* orbitals of N2 were accounted in the active space. Inclusion of the dynamic correlation

at the CASPT2(4,4)//CASSCF(4,4) has a minor effect as the barrier increases only by 0.2

kcal mol−1 (i.e. 36.1 to 36.3 kcal mol−1). At the CASSCF(12,12) level, the synchronous

denitrogenation barrier was found to be 37.8 kcal mol−1. From cpdr, a ring-closure by C-
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Figure 5.4: Potential energy profile for the synchronous denitrogenation of dbh at the
CASSCF(4,4)/6-31+G* level of theory

C bond formation between the bridged C-atoms results in bicyclopentane bcp product. The

C-C bond formation in cpdr takes place via transition state ts1_ret to give the product bcp

with retention of configuration, bcp_ret, and the C-C bond formation via ts1_di forms bcp_di

i.e. bcp with a double inversion of configuration (Figure 5.5). The barrier for the C-C bond

formation for the formation of both bcp_di and bcp_ret was found to be 2.2 kcal mol−1. The

bcp products were stabilized by ∼ 27 kcal mol−1 with respect to dbh.

(ii) Asynchronous Denitrogenation Pathway

In contrast to the synchronous pathway, the asynchronous denitrogenation of dbh leads to

the formation of diazenyl diradical int2a via the transition state ts1a. The energy of ts1a

was found to be 37.2 kcal mol−1 at the CASSCF(4,4)/6-31+G* level of theory. The IRC plot

leading to the formation of dbh and int2a on either sides from ts1a is given in Figure 5.6.

It should be noted that none of the earlier reports were able to determine a transition state

corresponding to the stepwise C-N bond cleavage of dbh. From int2a the dissociation of
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Figure 5.5: Potential energy profile for the formation of bcp_di and bcp_ret from cpdr
mapped at the CASSCF(4,4)/6-31+G* level of theory. The energies are reported with respect
to dbh.

the second C-N bond results in cpdr via ts2a with a barrier of ∼1 kcal mol−1. However, an

Figure 5.6: IRC plot connecting dbh and int2a via transition state ts1a.

anti-clockwise rotation of the N2 group about the C-N bond in int2a leads to the formation

of another conformational isomer of dadr, int2b via the transition state ts1b. Dissociation

of the second C-N bond from int2b via transition state ts2b leads to the formation of cpdr.
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The barrier for the C-N bond dissociation from intermediate int2b is ∼ 2 kcal mol−1. A

similar anti-clockwise torsional motion of the C-N bond in int2b leads to the formation of

the intermediate int2c via ts1c. However, int2c could not be optimized and was obtained by

doing a single-point calculation on the last point of the IRC performed from ts1c. The C-

N bond dissociation from int2c yields cpdr via ts2c with a barrier of ∼1 kcal mol−1. The

potential energy profile for the asynchronous pathway discussed above is given in Figure 5.7.

It should be noted that, the barriers for the C-N bond torsion is very less ∼1 kcal mol−1 and

Figure 5.7: Potential energy profile for the asynchronous denitrogenation of dbh at the
CASSCF(4,4)/6-31+G* level of theory. The structure int2c was obtained from the last point
of the IRC performed from ts1c.

hence different conformational isomers of dadr can be obtained.

The five-membered cyclic dadr formed during the denitrogenation of dbh can undergo

pseudorotation and exist in different twisted and envelope isomeric forms. Pseudorotation can

be described by two parameters - the maximum puckering amplitude νmax and the phase angle
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P, given by139

tanP =
ν4 −ν3 +ν1 −ν0

2ν2(sin36◦+ sin72◦)
(5.3)

νmax =
ν2

cosP
(5.4)

A plot of the maximum puckering amplitude and the phase angle of the five-membered ring

gives rise to the pseudorotation cycle. Hence, depending upon the position of the C-atoms, a

total of 20 different isomers can be obtained due to pseudorotation of the cyclopentane ring

(Figure 5.8). The different stationary points obtained can be plotted on the pseudorotation

E2

1T2

1E

1T5

E5

4T5

4E
4T3E3

2T3

2E

2T1

E1

5T1

5E

5T4

E4 3T4

3E

3T2

0◦
18◦

36◦

54◦

72◦

90◦

108◦

126◦

144◦

162◦
180◦198◦

216◦

234◦

252◦

270◦

288◦

306◦

324◦
342◦

0◦

20◦

40◦

ν m
a
x

P

Figure 5.8: Schematic representation of the pseudorotation cycle for characterization of differ-
ent envelope and twisted isomers formed due to the ring-puckering motion of a five-membered
cyclic ring.

cycle to characterize various twisted and envelope isomers (Figure 5.9). Calculation of the

P and νmax reveal that the dadr intermediates int2a and int2b exist as 1E isomers with dis-

tinct ∠C3C2N7N6 torsions. In addition, conformational isomers corresponding to the twisted

forms 1T2 were also located (Figure 5.9). The energy difference between the 1T2 and 1E iso-

mers was found to be very less (< 0.5 kcal mol−1). A relaxed scan by fixing ∠HC3C4H for

int2a at the CASSCF(12,12) level of theory (Figure 5.10), revealed the barrierless intercon-

version between the 1T2 and 1E isomers, in accordance with the previously reported studies

by Houk and co-workers.119 The potential energy profile for the asynchronous path including
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Figure 5.9: Two classes of diradicals obtained for the asynchronous denitrogenation of dbh,
plotted on the pseudorotation cycle (a) the envelope 1E isomers and (b) the twisted 1T2 iso-
mers.

Figure 5.10: Variation of energy as a function of ∠HC3C4H (color coded as blue) by perform-
ing a relaxed scan at the CASSCF(12,12)/6-31+G* level of theory. The ∠HC3C4H was fixed
and the energy was minimized by relaxing the 3N-7 degrees of freedom.

the intermediates int2a′ and int2b′ that correspond to the twisted 1T2 form was also mapped

at the CASSCF(4,4) level of theory (Figure 5.11).

It should be noted that multiple envelope and twisted forms of dadr are possible. For

example, the isomers int2a, int2b, int2c, int2a′, int2b′, and int2c′, all span the 1E and 1T2

region of the pseudorotation cycle having N2 group in the axial positions. In addition, isomers
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having N2 group in the equatorial position are also possible. The energy profile corresponding

to such isomer is given in Figure 5.12. It is worth pointing out that some of the dadr isomers

allow the formation of bicyclopentane with double inversion of configuration, bcp_di by a

simultaneous C-N bond breaking and C-C bond formation between the bridged C-atoms as

illustrated in Figure 5.12, i.e. inteq3 → ts2f → bcp_di and inteq1 → ts2e → bcp_di.

Figure 5.11: Potential energy profile for the asynchronous denitrogenation of dbh for 1T2
isomers at the CASSCF(4,4)/6-31+G* level of theory.

(iii) DFT and UMP2 Methods

It is interesting to see how the energetics would change if DFT and UMP2 methods are used to

investigate the synchronous and asynchronous pathways for the denitrogenation of dbh. The

potential energy profiles for the two pathways were mapped at UB3LYP, M06-2X, and UMP2

methods and 6-31+G* basis set. In contrast to the PES obtained at the CASSCF(4,4)/6-31+G*

level of theory, the UB3LYP and M06-2X methods show that the synchronous denitrogenation

pathway is concerted with simultaneous C-N bond breaking and [3,2] H-atom shift to form

cpn and N2 via transition state tsa (Figure 5.13). The barrier for this concerted synchronous
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Figure 5.12: Potential energy profile for the formation of bcp_di at the CASSCF(4,4)/6-31+G*
level of theory

denitrogenation was found to be 48.12 and 55.59 kcal mol−1 at the UB3LYP/6-31+G* and

M06-2X/6-31+G* level of theories respectively. Also, the asynchronous pathway (both using

UB3LYP and M06-2X methods) involves the formation of an intermediate, intb due to the

dissociation of one of the C-N bonds in dbh via tsb with a barrier of 63.34 and 78.29 kcal

mol−1 using the UB3LYP and M06-2X methods respectively. Simultaneous dissociation of

both the C-N bonds in intb leads to the formation of cpn and N2 via transition state tsc. The

barrier for the second C-N bond cleavage was found to be lower as compared to the first C-N

bond dissociation, calculated at the respective level of theories (Table 5.5). In contrast, the

synchronous pathway lead to the formation of cpdr at UMP2/6-31+G* level of theory similar

to the CASSCF method. However, in this case, the diradical cpdr was found to be less stable as

compared to dbh (∼ 39 kcal mol−1 higher in energy relative to dbh). Also, we could not locate
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Figure 5.13: Schematic representation of potential energy profile for the denitrogenation of
dbh using UB3LYP and M06-2X methods and 6-31+G* basis set. The relative energies at the
two level of theories are given in Table 5.5.

Table 5.5: Energetics at the UB3LYP, M06-2X and UMP2 level of theory for different denitro-
genation pathways of dbh

Stationary Point UB3LYP M06-2X UMP2
tsa 48.12 55.59 39.90
tsb 63.34 78.29 -
intb 40.08 42.75 46.62
tsc 54.81 65.03 50.77

cpn+N2 -37.81 -33.28 -
cpdr+N2 - - 39.51

any transition state corresponding to the first C-N bond breaking at the UMP2/6-31+G* level

of theory. It was also found that DFT functionals and UMP2 methods tend to overestimate the

reaction barrier.

(iv) Formation of Cyclopentene

Experimentally, the denitrogenation of dbh also yielded cpn (in traces) as one of the products.
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Here, we mapped the pathways for the formation of cpn at the CASSCF(4,4)/6-31+G* level of

theory. Cyclopentene can be formed either from cpdr or bcp. To maintain the size consistency

of the system, N2 molecule was fixed at a distance of 10 Å from cpn and bcp. The potential

energy profiles for both the pathways are presented in Figure 5.14. An [3,4] H-atom shift

Figure 5.14: Potential energy profile for the formation of cyclopentene, cpn from cpdr and
bcp via H-atom shift. The energies (kcal mol−1) are reported with respect to dbh.

in cpdr leads to the formation of cpn via transition state ts1i. The barrier for this H-atom

rearrangement was found to be 27.7 kcal mol−1 with respect to cpdr. In contrast, the formation

of cpn from bcp was found to be a two step process. An [2,4] H-atom rearrangement in bcp

leads to the formation of a carbene intermediate int1h via the transition state ts1h. Further,

[3,2] H-atom shift from int1h forms cpn via ts2h. The barriers for the [2,4] and [3,2] H-atom

shift were found to be 67.6 and 17.6 kcal mol−1 respectively.
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5.3.2 Ab initio Classical Dynamics Simulations

A. Trajectories Initiated from dbh

To understand the dynamics of the reaction, 500 trajectories were initiated from the reactant

dbh region with a total energy of 127.38 kcal mol−1. The trajectories were integrated for a

total of 3 ps each. Out of the 500 trajectories initiated, 30 were found to be reactive i.e. 30

lead to the formation of bcp with a retention or double inversion of configuration or formed

cpdr. Different internal coordinates of dbh were followed as a function of time to understand

the pathways followed and the stereochemistry of the products obtained during the reaction.

(i) Synchronous vs Asynchronous Pathway

As stated earlier, the denitrogenation of dbh can either follow the synchronous or asynchronous

denitrogenation pathway. To characterize these reactive trajectories based on the pathways fol-

lowed during the reaction, the two C-N bond distances were followed as a function of time.

A synchronous denitrogenation pathway was characterized if both the C-N bonds dissociation

occurs within one vibrational period of the symmetric C-N stretch of dbh i.e. the two C-N

bond distances cross the value of 2.7 Å within 42 fs with respect to each other. The value of

2.7 Å corresponds to the upper limit of the transition state region (ts1 region). Else, the trajec-

tory was said to follow an asynchronous denitrogenation pathway. To identify the transition

state region, 50 trajectories were sampled at ts1 with fixed Eexcess calculated at 453.15 K. The

C2-N7 (r1) and C4-N6 (r2) distances of the initial coordinates of the sampled trajectories were

then plotted to identify the ts1 region (Figure 5.15). The C-N bond dissociation criteria of 2.7

Å was chosen such that it corresponds to the trajectory leaving the transition state region.

Of the 30 reactive trajectories, 16 followed the synchronous pathway whereas 14 followed

the asynchronous denitrogenation pathway. Three sample trajectories, labelled TrajA, TrajB,

and TrajC showing the variation of r1 and r2, νd , and ring-puckering parameters during the

course of the trajectory are given in Figure 5.16. In TrajA, we can see that at t = 0, both r1
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Figure 5.15: The initial coordinates r1 and r2 (in Å) for the 50 trajectories sampled at ts1 for
Etotal calculated at 453.15 K.

and r2 are around the equilibrium C-N bond distances. As time progresses, the two C-N bond

distances oscillate around 1.5 Å, and increase ∼ 600 fs ultimately leading to the dissociation

of the two C-N bonds. The time interval between the dissociation of the two C-N bonds was

found to be < 42 fs, hence this trajectory is said to follow the synchronous denitrogenation

pathway. On the contrary, in TrajB both the C-N bonds initially oscillate about the equilibrium

C-N bond distances. Then, one of the C-N bonds dissociate at ∼ 1800 fs followed by the

dissociation of the second C-N bond after a time interval of more than 42 fs. Hence, TrajB is

considered as following the asynchronous denitrogenation path. In TrajC, both the C-N bonds

dissociate ∼ 2500 fs, within a time interval of 42 fs. Hence, TrajC is also said to follow the

synchronous pathway.

The plot for all the trajectories following synchronous and asynchronous paths are shown

with r1 vs r2 in Figure 5.17. For the trajectories following the synchronous pathway, it can be

seen that both the C-N bonds dissociate simultaneously, hence taking a diagonal path. On the

contrary, for the trajectories following the asynchronous pathway, first one of the C-N bonds

break and the other oscillates about the mean C-N bond length. Later, the other C-N bond

breaks leading to the formation of the product.

(ii) Product Distribution and Formation of Diradicals

104



MECHANISMS AND DYNAMICS OF THE THERMAL DENITROGENATION OF DBH

To account for the product distribution i.e. bcp_ret or bcp_di formed during the reaction, we

monitored νd = (ν1-ν2)/2 as a function of time. The reactant dbh has a positive νd value

(57.9◦) with the methylene (-CH2) group above the plane containing the four C atoms. Hence
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Figure 5.16: Representative trajectories: TrajA, TrajB, and TrajC, showing (a) the evolution
of the two C-N bond distances r1 and r2 with time. TrajA and TrajC follow the synchronous
denitrogenation pathway, whereas TrajB follows the asynchronous pathway, (b) the evolution
of νd = (ν1-ν2)/2 with time. The color bar represents the electron density (ρ) of LUMO. As the
trajectory progresses with time, a diradical (ρ > 0.45, depicted by blue color) is formed and
then C-C bond formation between the bridged C-atoms leads to the formation of bcp. TrajA
and TrajB show the formation of bcp with retention and double inversion of configuration
respectively. TrajC shows isomerization between bcp_di and bcp_ret, (c) the formation of
different envelope and twisted isomers during the reactions.
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during the formation of bcp_ret, the positive sign of νd will be retained whereas formation of

bcp_di will lead to an inversion in the sign of νd . To investigate the diradical formed during

the reaction, the LUMO electron densities (ρ) were monitored as a function of time. A ρ

value > 0.45 represents the diradical. When the product is said to be formed, the HOMO

and LUMO electron densities oscillate around ∼ 2 and ∼ 0 respectively. Sample trajectories

showing formation of diradical during the integration time of 3 ps are shown in Figure 5.18.

Sample trajectories showing retention and double inversion of configuration during the

formation of bcp products are shown in Figure 5.16(b). The colorbar shows the electron den-

sity in the LUMO, ρ(LUMO). The blue color indicates the formation of a diradical during the

reaction. We can see that, in TrajA the νd starts at a positive value of ∼ 58◦, and ρ(LUMO)

is ∼ 0. As time progresses, ρ(LUMO) increases, leading to the formation of a diradical. This

diradical then undergoes ring-closure to form bcp_ret (since the νd is still positive). On the

contrary, in TrajB the νd starts at a positive value and oscillates at the equilibrium value till

∼ 1.9 ps. These oscillations are then followed by the formation of a diradical, which then

forms the product bcp. The trajectory leads to the formation of bcp_di since the νd changes
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Figure 5.17: Plot of coordinates r1 versus r2 for trajectories following (a) synchronous, and
(b) asynchronous denitrogenation pathways. The distances r1 and r2 are in Å.
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Figure 5.18: Two sample trajectories (a) and (b) showing formation of diradicals during the
integration time of 3 ps. The olive and pink colors represent the variation of electron densities
in the LUMO and HOMO respectively as a function of time.

from positive to a negative value during the formation of product. In addition, we also ob-

served isomerization between bcp_di and bcp_ret in the trajectory simulations. A sample

trajectory showing such isomerization event is given in Figure TrajC of 5.16(b). This trajec-

tory first leads to the formation of product bcp_di. The bicylopentane product then undergoes

ring-opening via C-C bond dissociation, leading to the formation of cpdr. Further C-C bond

formation in cpdr results in bcp_ret.

Twenty-two out of the thirty reactive trajectories lead to the formation of bcp_di, whereas

three trajectories formed bcp_ret. This is in accordance with the experimental results which

shows a major double inversion of configuration during the formation of bcp product.124

Interestingly, five trajectories remained as diradical during the integration time of 3 ps. It

should be noted that these trajectories if integrated further will lead to the formation of bcp

with either retention or double inversion of configurations.

(iii) Ring-puckering and Formation of Different Isomers

The five-membered ring formed during the denitrogenation of dbh can undergo ring puckering,

hence forming different envelope and twisted isomers. To follow the different isomers formed,

the trajectories were plotted on the pseudorotation cycle.
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Sample trajectories showing formation of different twisted and envelope isomers due to

the ring-puckering motion of the five-membered cyclic ring are shown in Figure 5.16(c). The

blue color coding in the plots represent the formation of a diradical. It should be noted that

the trajectories start from 3E isomer. This is because, in the reactant the five-membered ring

of dbh forms an envelope isomer with the third carbon atom being above the plane containing

the other four carbon atoms. In addition, depending upon whether 3E or E3 isomer is formed

during the formation of products, the products can be classified as bcp with retention of con-

figuration or bcp with double inversion of configuration respectively. Hence, TrajA in Figure

5.16(c) represents the formation of the product bcp_ret. We can see that different envelope

and twisted isomers are formed due to the ring-puckering motion before formation of the prod-

uct bcp_ret. Similar ring-puckering leading to the formation of different envelope and twisted

isomers of the five-membered cyclic ring is observed for TrajB, which then forms bcp_di. It

is interesting to note that TrajC starts from the reactant isomer, forms a diradical hence lead-

ing to ring-puckering motions, and then forms the product E3. A C-C bond breaking of the

bridged carbon atoms, again leads to the formation of the diradical cpdr, which then closes to

form bcp_ret (3E isomer).

B. Trajectories Initiated from ts1 Region

To understand the post-transition state dynamics, a set of 50 trajectories were initiated from ts1

and integrated in the forward and reverse directions for 600 fs each with a Eexcess of 91.28 kcal

mol−1. The initial geometries sampled for these trajectories are given in Figure 5.19. 34/50

trajectories gave complete trajectories i.e. dbh → ts1 → cpdr/bcp. 15/50 trajectories formed

bcp and 1 trajectory formed dbh on integrating in the forward and reverse directions. 27/33

reactive trajectories lead to the formation of product, bcp, whereas 7/33 trajectories formed

cpdr during the integration time. It should be noted that these 7 trajectories will form bcp on

integration for a longer period of time. Interestingly, 2/34 trajectories lead to the formation

of bcp_di and then isomerized to bcp_ret. The stereochemistry of the product bcp formed is
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Figure 5.19: Initial geometries of 50 trajectories initiated from the ts1 region.

given in Table 5.6. As observed in the trajectories initiated in the dbh region, here too major

double inversion is seen in the products formed.

Table 5.6: Statistics of the products (with stereochemistry) and diradicals obtained during the
integration time for trajectories initiated from ts1

Number of trajectories
bcp_ret 2
bcp_di 25
cpdr 7
Total 34

C. Trajectories Initiated from ts1a Region

A set of 50 trajectories were also initiated from ts1a and integrated in the forward and reverse

directions for 600 fs each with a Eexcess of 90.18 kcal mol−1. The initial geometries sampled

for these trajectories sampled at ts1a are given in Figure 5.20. 3/50 trajectories formed bcp

i.e. dbh → ts1a → bcp, whereas 47 trajectories lead to the formation of bcp on integrating

in both forward and reverse directions. Interestingly, all the three reactive trajectories show a

double inversion of configuration during the formation of product i.e. bcp_di, consistent with

a major double inversion seen during the formation of products for trajectories initiated from

the dbh region.
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Figure 5.20: Initial geometries of 50 trajectories initiated from the ts1a region.

5.4 Summary and Conclusions

The different mechanistic pathways for the formation of products obtained during the ther-

mal deazetization of dbh were mapped at the CASSCF(4,4)/6-31+G* and CASSCF(12,12)/6-

31+G* and CASPT2 level of theories. The simultaneous breaking of the two C-N bonds in

dbh corresponds to the synchronous denitrogenation pathway. On the other hand, the asyn-

chronous mechanism involves the cleavage of one of the C-N bonds first followed by the

other. Dissociation of the first C-N bond in dbh leads to the formation of a dadr which is

followed by the second C-N bond cleavage to form cpdr. The low barrier torsional motion (∼

1-1.5 kcal mol−1) about the C-N bonds in dadr leads to the formation of different isomers of

dadr. The diradicals cpdr and dadr formed during the denitrogenation pathways can undergo

pseudorotation to form different envelope and twisted conformers. The dadr having N2 group

in the equatorial position are expected to give exclusive double inverted product. It was found

that DFT methods and UMP2 tend to overestimate the barrier for the reaction as compared to

the CASSCF method and were not able to explain the reaction mechanism via synchronous

and asynchronous pathways as observed in the CASSCF level. The different pathways for

the formation of cpn were also mapped. To understand different reaction mechanisms, ab ini-

tio classical dynamics simulation was performed at the CASSCF(4,4)/6-31+G*. Trajectories

were initiated from dbh, ts1, and ts1a using a microcanonical normal mode sampling tech-
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nique. The trajectory simulations show that the reaction proceeds via both the synchronous

and asynchronous denitrogenation pathways. The formation of a five-membered cpdr ring

during the denitrogenation yields different envelope and twisted isomers before forming the

products. Moreover, a major double inversion of configuration was observed consistent with

the experiments.
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