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ABSTRACT

This thesis investigates the properties of hot and dense QCD matter produced in high-

energy nuclear collisions at the CERN LHC, using data from the ALICE detector. At

extreme temperatures and energy densities, nuclear matter transitions into a deconfined

state of quarks and gluons—the quark–gluon plasma (QGP)—governed by Quantum Chro-

modynamics (QCD). Understanding its equation of state, transport properties, and phase

structure requires precise event-by-event measurements of fluctuations, correlations, and

collective flow.

The first part focuses on event-by-event mean transverse momentum (⟨𝑝T⟩) fluctuations

in Pb–Pb and Xe–Xe collisions. Higher-order moments such as skewness and kurtosis

reveal non-Gaussian features sensitive to initial-state fluctuations and collective dynamics.

Results suggest the formation of a thermalized medium in most-central collisions, supported

by hydrodynamic models. A baseline study in pp collisions at similar multiplicities, along

with PYTHIA8 simulations with color reconnection, indicates a role for both initial- and

final-state effects.

The second part introduces a new observable, 𝑣0(𝑝T), to study long-range 𝑝T cor-

relations and radial flow. This method enables 𝑝T-differential measurements while sup-

pressing short-range nonflow effects. The observed mass ordering at low 𝑝T and quark-

recombination-like behavior at high 𝑝T reflect collective expansion and partonic dynamics.

A blast-wave model with event-by-event fluctuations in freeze-out temperature and flow

velocity, fitted via Bayesian analysis, provides new constraints on freeze-out dynamics.

The extracted freeze-out temperatures are systematically higher than those from traditional

𝑝T spectra, likely due to reduced resonance decay effects. Together, these findings estab-

lish 𝑣0(𝑝T) as a sensitive and complementary observable for investigating the collective
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dynamics and hadronization mechanisms of the QGP.

The final part examines correlations among conserved charges—net-baryon, net-charge,

and net-strangeness—via cumulants of net-proton, net-kaon, and net-charge distributions

in Pb–Pb collisions. Significant deviations from Poisson expectations signal correlated

particle production influenced by conservation laws and resonance decays. Comparisons

of these measurements with hadron resonance gas models help constrain chemical freeze-

out conditions.

Together, these studies offer new insights into the properties, correlations, and collective

behavior of the QCD matter formed at the LHC.
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Synopsis

The study of strongly interacting matter under extreme temperature and energy density is

one of the central goals of relativistic heavy-ion collision experiments. Under such con-

ditions, quantum chromodynamics (QCD), the fundamental theory of strong interactions,

predicts the formation of a deconfined state of quarks and gluons, known as the quark–gluon

plasma (QGP) [1–6]. This state of matter, believed to have existed in the early universe

shortly after the Big Bang, can now be recreated under laboratory conditions through

ultra-relativistic collisions of heavy nuclei [4, 7, 8]. The ALICE experiment [9, 10] at

the Large Hadron Collider (LHC) is uniquely designed to investigate the properties of this

QCD medium by measuring a wide range of observables sensitive to its thermodynamic

and transport properties. A comprehensive understanding of the QGP can be obtained

by studying event-by-event fluctuations of various quantities, such as temperature, particle

multiplicity, net-conserved charge, and mean transverse momentum [11–13].

Among these, event-by-event fluctuations of mean transverse momentum, denoted as

⟨𝑝T⟩, serve as valuable probes of the dynamical processes occurring in heavy-ion collisions.

These fluctuations can reflect temperature variations in the system, which are essential for

xxxi
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exploring the nature of the QCD phase transition [14]. A non-monotonic behavior of

⟨𝑝T⟩ fluctuations as a function of centrality or collision energy was proposed as a possible

signature of QGP formation [13]. The space-time evolution of the medium created in

heavy-ion collisions is described using relativistic hydrodynamics, which treats the QGP

as a nearly perfect fluid exhibiting local thermal equilibrium and collective expansion [15,

16]. This hydrodynamic behavior governs the momentum distributions of the final-state

particles. As a result, ⟨𝑝T⟩ fluctuations can carry important information about the degree

of thermalization and the collective behavior of the system.

However, these fluctuations are not solely determined by the bulk properties of the

medium itself. They are influenced by initial-state effects, such as event-by-event fluctu-

ations in the geometry of the overlap region between the colliding nuclei. These include

event-by-event variations in the initial size, shape, and orientation of the system, as well

as in the number of participating nucleons. The presence of hard processes, such as jets,

originating from high-momentum parton scatterings in the early stages of the collision,

can introduce large amounts of transverse momentum into localized regions of an event,

thereby modifying the event-wise average ⟨𝑝T⟩ and its fluctuations. Furthermore, final-

state effects, including contributions from resonance decays and hadronic rescatterings,

can also alter the observed ⟨𝑝T⟩ fluctuations.

Measurements of ⟨𝑝T⟩ fluctuations, characterized by the second-order cumulant of ⟨𝑝T⟩

distribution, have been reported at both RHIC and LHC energies [17, 18]. These stud-

ies reveal that for the most central collisions, the magnitude of ⟨𝑝T⟩ fluctuations remains

relatively constant across a wide range of collision energies and system sizes. Contrary

to earlier expectations, no evidence of a non-monotonic dependence on collision energy,

suggested as a potential signature of the QCD phase transition, has been observed at RHIC.

The fluctuations are generally found to be larger in small systems, such as in peripheral
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collisions, and decrease systematically with increasing system size. This trend follows a

power-law behavior with event multiplicity, that aligns with expectations from independent

particle production, where the collision can be approximated as a superposition of mul-

tiple independent nucleon–nucleon interactions. However, in the most central heavy-ion

collisions, a significant suppression of fluctuations is observed, suggesting the presence of

collective dynamics or thermalization effects that go beyond simple superposition models.

In this thesis, we present the first measurements of higher-order fluctuations of ⟨𝑝T⟩ as

a function of system size in Pb–Pb and Xe–Xe collisions at a centre-of-mass energy per

nucleon–nucleon collision of √𝑠NN = 5.02 TeV and 5.44 TeV, respectively. These higher-

order fluctuations, specifically the third and fourth moments of the ⟨𝑝T⟩ distribution, are

referred to as skewness and kurtosis. While the second moment (variance) describes

the overall spread of fluctuations, skewness captures the asymmetry of the distribution,

and kurtosis characterizes how sharply peaked or flat the distribution is when compared

to a Gaussian distribution. To quantify these moments, we use multi-particle transverse

momentum correlators involving combinations of two, three, and four particles within

each event. Two different measures of skewness are investigated. The first is standardized

skewness, which measures the asymmetry relative to the width of the distribution. The

second is intensive skewness, which is constructed to be independent of the number of

particles produced in an event, and is therefore useful for comparing systems of different

sizes.

Our measurements in both collision systems show that standardized skewness decreases

with increasing system size, while intensive skewness remains positive and exceeds expec-

tations from independent particle production. These findings are consistent with predictions

from relativistic hydrodynamic model studies for semicentral to central collisions [19]. In

such models, the evolution of the medium is initiated by the geometry and energy density
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profile of the overlapping nuclei shortly after collision, and proceeds according to the laws

of energy–momentum conservation, governed by the QCD equation of state and the trans-

port properties of the QGP, such as shear and bulk viscosities. Moreover, by comparing our

data with hydrodynamic model calculations that use various initial conditions, we observe

that these higher-order moments are sensitive to fluctuations present in the earliest stages of

the collision. In the most central collisions, we find a significant increase in skewness with

event multiplicity, and kurtosis approaches values expected from Gaussian fluctuations.

This behavior is also reproduced in hydrodynamic simulations as a generic consequence

of local thermal equilibrium, and therefore points to the onset of thermalization in the

system [20, 21].

To provide a baseline for interpreting results from heavy-ion collisions, similar mea-

surements were also carried out in proton proton (pp) collisions at a centre of mass energy

of
√
𝑠 = 5.02 TeV. When compared at similar multiplicities, the trends observed in pp

collisions are qualitatively similar to those in heavy-ion collisions. Simulations using the

PYTHIA8 event generator [22], incorporating a mechanism called color reconnection [23]

that mimic collective behavior in small systems, qualitatively reproduce the experimental

multiplicity dependence. This indicates that in addition to initial-state effects and hydrody-

namic collective expansion, final-state interactions also play an important role in shaping

the observed fluctuations.

The collective expansion of the QGP medium, leaving imprints in the momentum

distributions of final-state particles, can also be explored through flow measurements. This

expansion gives rise to two main types of flow: anisotropic flow, which reflects momentum-

space anisotropies originating from the initial geometric asymmetries in the collision zone,

and radial flow, which corresponds to the isotropic outward motion of particles driven by

the system’s overall pressure buildup. Radial flow is typically inferred from transverse
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momentum (𝑝T) spectra using simultaneous fits to pion, kaon, and proton distributions

within the blast-wave model, a simplified hydrodynamic framework [24, 25]. However,

this approach yields only a single effective value of the radial flow parameter know as the

transverse radial expansion velocity (⟨𝛽T⟩), masking finer details such as species-specific

behavior or 𝑝T-dependent modifications.

A recently proposed observable [26, 27], 𝑣0(𝑝T), addresses this limitation by allowing

for a 𝑝T-differential study. The observable, defined as the normalized covariance between

the fraction of particles in a 𝑝T-bin and the event-wise ⟨𝑝T⟩, is evaluated using a pseu-

dorapidity (𝜂) gap to suppresses short-range "nonflow" effects like resonance decays and

jets. As a result, it captures genuine long-range 𝑝T correlations arising from the collective

radial expansion of the medium.

In this thesis, we report the first measurement of 𝑣0(𝑝T) for inclusive charged particles,

pions, kaons, and protons, across different centrality intervals in Pb–Pb collisions at√𝑠NN =

5.02 TeV. It is found that 𝑣0(𝑝T) is negative at low 𝑝T and positive at higher 𝑝T, which

results from the influence of ⟨𝑝T⟩ fluctuations on the spectral shape. An upward fluctuation

in event-by-event ⟨𝑝T⟩ (i.e., ⟨𝑝T⟩ in an event > ⟨𝑝T⟩ averaged over all events) increases the

number of high-𝑝T particles and reduces low-𝑝T ones, while a downward fluctuation has

the opposite effect. This interplay determines the sign of 𝑣0(𝑝T), which typically changes

near the ⟨𝑝T⟩ value of the corresponding particle species. The measurements further reveal

a clear mass ordering at low 𝑝T: 𝑣0(𝑝T)pion > 𝑣0(𝑝T)kaon > 𝑣0(𝑝T)proton, reflecting the

stronger radial push experienced by heavier particles. At higher 𝑝T (𝑝T > 3 GeV/𝑐),

protons exhibit a larger 𝑣0(𝑝T) than pions and kaons, suggesting possible contributions

from quark recombination mechanisms in hadron production. These observed trends are

consistent with those seen in anisotropic flow measurements [28].

Comparisons with hydrodynamic models highlight the sensitivity of 𝑣0(𝑝T) to the bulk



xxxvi CONTENTS

transport properties of the QGP medium. While hydrodynamic models using IP-Glasma

initial conditions combined with hydrodynamic evolution (MUSIC) and a hadronic phase

(UrQMD), describe the data well for 𝑝T ≲ 2 GeV/𝑐, they increasingly deviate at higher

𝑝T. Importantly, changing model parameters such as bulk viscosity (𝜁/𝑠) and the equation

of state (EOS) in the hydrodynamic model reveals that 𝑣0(𝑝T) is particularly sensitive

to 𝜁/𝑠 and the squared speed of sound (𝑐2
𝑠), while being less affected by shear viscosity

(𝜂/𝑠) [29, 30]. This unique sensitivity makes 𝑣0(𝑝T) a promising new diagnostic tool

for probing isotropic expansion and constraining the EOS of strongly interacting matter.

In contrast, the HĲING model [31, 32], which does not incorporate collective expansion

or hydrodynamic behavior but instead focuses on initial-state parton dynamics and jet

production, significantly deviates from the experimental data in central Pb–Pb collisions.

This discrepancy underscores that the observed 𝑣0(𝑝T) signal is dominated by final-state

collective effects rather than non-flow contributions from initial-state processes. Overall,

this measurement introduces 𝑣0(𝑝T) as a novel tool to study the bulk properties of the

QGP, offering a 𝑝T-differential perspective on radial flow that complements traditional

measurements of azimuthal anisotropy.

To further understand the relation between 𝑣0(𝑝T) and the traditionally obtained ra-

dial velocity, ⟨𝛽T⟩, we employed a Boltzmann-Gibbs blast-wave model [33] that provides

a simplified, hydrodynamically motivated description of the kinetic freeze-out stage, the

moment when particles in the medium stop interacting and start moving freely toward the

detectors. It assumes that this hot and dense medium is locally thermalized and expands

collectively outward, similar to a fireball explosion. In this framework, the transverse mo-

mentum spectra of final-state particles are governed primarily by two parameters: the radial

flow velocity, which reflects the collective expansion strength, and the kinetic freeze-out

temperature, which characterizes the thermal conditions at decoupling. To investigate how
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event-by-event variations in these parameters influence the shape of the 𝑣0(𝑝T) distribution,

Gaussian fluctuations in both ⟨𝛽T⟩ and the freeze-out temperature are introduced in the

model. It is found that the model qualitatively reproduces the key features of the 𝑣0(𝑝T)

distributions observed in recent ALICE data. While an increase in the ⟨𝛽T⟩ enhances the

characteristic mass ordering in 𝑣0(𝑝T), indicating a stronger collective push imparted to

heavier particles, change in freeze-out temperature only controls the slope of 𝑣0(𝑝T). The

width of the fluctuations primarily governs the overall magnitude of 𝑣0(𝑝T). To quanti-

tatively extract these parameters, we used Bayesian parameter estimation to fit the model

to ALICE measurements of identified hadrons. The results show that ⟨𝛽T⟩ decreases, and

the kinetic freeze-out temperature increases from central to peripheral collisions, consis-

tent with reduced collective expansion and earlier freeze-out in smaller systems. Such an

anti-correlation between radial flow velocity and freeze-out temperature is consistent with

earlier findings based on particle spectra [25]. The fluctuation widths of these parameters

also increase toward peripheral collisions, indicating enhanced event-by-event variability.

Model predictions based on the best-fit parameters describe the experimental data well,

especially at low 𝑝T. Together, these findings provide new insights into the nature of col-

lective expansion and freeze-out dynamics, highlighting the role of flow strength, thermal

motion, and their fluctuations in shaping 𝑣0(𝑝T) across different collision centralities.

Apart from studying the collective behavior and properties of the QGP, it is equally

important to understand how this early-universe state transformed into the ordinary matter

we observe today. Ordinary matter consists of hadrons such as baryons and mesons, in

which quarks and gluons are confined. This transformation is closely related to the phase

structure of strongly interacting matter, which is described by the QCD phase diagram [34].

The conjectured QCD phase diagram shows how matter behaves at different temperatures

(𝑇) and baryon chemical potentials (𝜇B), highlighting the conditions under which the
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transition between QGP and hadronic matter takes place. The baryon chemical potential

reflects the imbalance between baryons and anti-baryons in the system. At the high energies

achieved at the LHC, where 𝜇B is close to zero [35], first-principle lattice QCD (LQCD)

calculations predict that the transition from hadronic matter to QGP occurs smoothly, as a

crossover [36]. For larger values of 𝜇B, theory suggests that a first-order phase transition

may occur [37]. This first-order transition line is expected to end at a critical point, where

the system exhibits large fluctuations [34, 38–42].

Fluctuations and correlations among conserved charges, such as net-electric charge

(Q), net-baryon number (B), and net-strangeness (S), are important tools for exploring the

QCD phase structure [11–13]. These net- quantities represent the difference between the

number of particles and antiparticles carrying a given conserved charge. They are directly

connected to the underlying thermodynamic susceptibilities predicted by QCD, which can

be calculated using LQCD and measured experimentally in heavy-ion collisions [43–47].

In experiments, these susceptibilities are accessed through the cumulants (𝜎) of event-by-

event distributions of the corresponding net-conserved charges. Due to the limitation in

detecting all baryons and strange hadrons on an event-by-event basis in experiments, net-

proton (difference between number of protons and antiprotons, p) and net-kaon (difference

between number of positively- and negatively-charged kaons, K) numbers are commonly

used as proxies for net-baryon and net-strangeness, respectively. In addition to LQCD,

fluctuation and correlation observables can be studied using the Hadron Resonance Gas

(HRG) model, which serves as the basis of the statistical hadronization approach [48].

This approach assumes that the system is in thermal equilibrium at the time of chemical

freeze-out, the moment when inelastic collisions cease and the relative abundances of

different hadron species are fixed. The hadron abundances are determined using system’s

partition function governed by temperature and chemical potential, and can successfully
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describe particle yields observed in experiments [49]. By comparing measured cumulants

of conserved charges with model predictions, one can extract freeze-out parameters and

explore their connection to the QCD phase transition [50].

In this thesis, we report the correlations among the net-charged particle, net-proton, and

net-kaon (𝐶p,K, 𝐶Q,K, and 𝐶Q,p) as a function of centrality in Pb–Pb collisions at √𝑠NN =

5.02 TeV. These observables provide experimental insight into the correlations between

conserved quantum numbers in QCD: baryon-strangeness (BS), charge-strangeness (QS),

and charge-baryon (QB) correlations, respectively. They are constructed as ratios of

second-order cumulants from event-by-event distributions of net-particle numbers. Since

the ratios form intensive quantities, they are largely independent of the system volume

and therefore show only a weak dependence on collision centrality. All three correlations

exhibit significant deviations from the Poisson baseline, which represents the expectation

for uncorrelated particle production. The observed deviations point to the presence of

genuine dynamical correlations arising from physical processes such as resonance decays

and charge conservation within a finite spatial volume [51, 52]. The measurements are

compared to predictions from various hadronization models. Among them, the HRG model

incorporating localized charge conservation provides the best description of the data. The

size of this localized volume is quantitatively estimated through a chi-squared comparison

between the model predictions and the experimental results. These LHC measurements are

also compared to similar results at RHIC energies [53], revealing a stronger deviation from

the Poisson baseline at higher collision energies. This trend is consistent with enhanced

particle production and stronger correlations in the more densely interacting medium

created at the LHC.

Additionally, certain combinations of cumulants are studied, that have been theoretically

proposed as sensitive probes of the intense magnetic field (on the order of ∼ 104 T) [54],
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generated in collisions with non-zero impact parameter by the fast-moving spectator pro-

tons [55, 56]. Among these, a specific scaled ratio involving correlations between net-

proton and net-electric charge shows a stronger deviation from unity in peripheral colli-

sions. This trend is qualitatively consistent with predictions from LQCD and the observed

deviations are not fully captured by HRG model calculations that do not include magnetic

field effects. This suggests that additional physics mechanisms, such as the initial magnetic

field, incomplete resonance decay contributions, or other medium-induced effects, may be

influencing the results. These findings show the need for more detailed studies to better

understand how magnetic fields influence the observed fluctuations and correlations.

This thesis presents a comprehensive experimental investigation of the properties of

strongly interacting matter created in ultra-relativistic heavy-ion collisions at the LHC, us-

ing data from the ALICE experiment. The work introduces and analyzes novel observables,

including higher-order moments (skewness and kurtosis) of event-by-event mean transverse

momentum fluctuations, and the first measurement of a transverse momentum differential

radial flow observable, 𝑣0(𝑝T), which captures long-range collective correlations. In ad-

dition, the thesis reports on centrality-dependent correlations among net-proton, net-kaon,

and net-charge multiplicities to probe the interplay of conserved quantum numbers and

the freeze-out conditions of the QCD medium. The results reveal signatures of thermal-

ization, species-dependent collective expansion, and sensitivity to the QCD equation of

state—especially the bulk viscosity and speed of sound—through comparison with hydro-

dynamic and statistical models. Together, these measurements provide new insights into

the initial-state geometry, the transport properties of the quark–gluon plasma, and the QCD

phase structure, advancing our understanding of QCD matter under extreme conditions.

The thesis is organized as follows: Chapter 1 provides a concise introduction to QCD

and the formation of the quark-gluon plasma in heavy-ion collisions, emphasizing the im-
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portance of studying fluctuations and collective phenomena to probe its properties. Chapter

2 provides an overview of the ALICE detector at the LHC and details the datasets analyzed

from Pb–Pb, Xe–Xe, and pp collisions. Chapter 3 dicusses the analysis methods common to

all such as event and track selection, centrality determination, etc. Chapter 4 presents com-

prehensive measurements of event-by-event transverse momentum fluctuations, including

higher-order moments such as skewness and kurtosis, alongside comparisons with theoret-

ical models. Chapter 5 introduces the novel observable 𝑣0(𝑝T), offering new insights into

radial flow and the bulk transport properties of the QGP. Chapter 6 investigates correlations

among net-proton, net-kaon, and net-charge distributions, aiming to understand the QCD

phase structure and freeze-out conditions. Finally, Chapter 7 summarizes the key findings

and discusses their implications for advancing our understanding of QGP properties and

the behavior of strongly interacting matter under extreme conditions.
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The study of strongly interacting matter under extreme conditions is an important

area of modern nuclear physics, with relativistic heavy-ion collisions at the LHC offering

valuable opportunities to investigate the quark–gluon plasma, referred as QGP. Over the past

two decades, extensive experimental and theoretical investigations have revealed that the

QGP exhibits properties consistent with a nearly perfect fluid, characterized by collective

flow, complex correlations, and are sensitive to underlying thermodynamic properties

of the system. Despite these advances, many aspects of the QGP remain the subject

1
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of active research, including, among others, the detailed nature of its radial expansion,

correlations among conserved quantum numbers, and the role of higher-order fluctuations

in momentum distributions. This thesis contributes to addressing selected open questions by

presenting three complementary analyses within the ALICE experiment: (i) measurements

of a novel observable 𝑣0(𝑝T), aimed at probing radial flow through long-range transverse

momentum correlations; (ii) a study of correlations among net-charge, net-proton, and

net-kaon multiplicity distributions, which are related to thermodynamic susceptibilities in

Quantum Chromodynamics, QCD (using lattice QCD); and (iii) an exploration of skewness

and kurtosis of event-by-event mean transverse momentum fluctuations, offering insights

into the hydrodynamic response of the QGP. Together, these studies add to the collective

effort to deepen our understanding of how collective behavior and fluctuations manifest in

strongly interacting matter.

To understand the behavior of strongly interacting matter and the formation of the

QGP, it is first necessary to review the underlying theoretical framework that describes

fundamental particles and their interactions: the Standard Model of particle physics. The

chapter starts with a brief overview of the Standard Model, focusing on QCD, the theory of

the strong interaction. It then introduces the QGP, discusses the QCD phase diagram, and

reviews the stages of relativistic heavy-ion collisions along with key experimental probes.

It also summarizes important kinematic variables used in data analysis and outlines the

thesis motivation and organization.

1.1 The Standard Model of elementary particles

The Standard Model (SM) constitutes the prevailing theoretical framework in contemporary

particle physics, describing the classification and interactions of all known fundamental
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particles through the formalism of quantum field theory [1–5]. It is built upon the gauge

symmetry group 𝑆𝑈 (3)𝐶 × 𝑆𝑈 (2)𝐿 ×𝑈 (1)𝑌 , which integrates the strong, weak, and elec-

tromagnetic forces within a unified mathematical structure. The subscripts correspond

to key physical attributes: 𝐶 denotes the color charge involved in the strong interaction

described by QCD; 𝐿 indicates that the 𝑆𝑈 (2) component acts on left-handed fermions,

governing the weak interaction; and 𝑌 represents the weak hypercharge associated with

the 𝑈 (1) group, which combines with 𝑆𝑈 (2)𝐿 to form the electroweak interaction after

spontaneous symmetry breaking. This gauge structure encapsulates the classification of

elementary particles into quarks, leptons, and gauge bosons, as illustrated in Fig. 1.1 and

Figure 1.1: A schematic overview of the Standard Model is shown, illustrating all known funda-
mental particles. The diagram groups quarks and leptons into three generations, and
presents the bosons mediating forces, including the Higgs particle. Particle symbols,
masses, charges, and spins are indicated for each, reflecting the organization of matter
and interactions in contemporary particle physics. The figure is taken from Ref. [6].



4 CHAPTER 1. INTRODUCTION

prescribes their interaction dynamics through quantum field theory. There are six flavors

of quarks—up, down, charm, strange, top, and bottom—each carrying a fractional electric

charge and a color charge. Leptons include the electron, muon, tau, and their correspond-

ing neutrinos; unlike quarks, leptons do not experience the strong force and carry integer

electric charges or are electrically neutral in the case of neutrinos.

Bosons, on the other hand, are particles with integer spin values. Among them,

gauge bosons that include the photon, gluons, and the weak 𝑊± and 𝑍 bosons, act as

force carriers mediating the fundamental interactions. The Higgs boson, a scalar particle

with spin 0, is unique in imparting mass to other particles through Higgs mechanism.

The Higgs mechanism induces spontaneous symmetry breaking, generating masses for

the 𝑊 and 𝑍 bosons, as well as the fermions, while leaving the photon massless [7–

9]. This dual classification and the interactions they mediate form the backbone of the

quantum field theoretical description within the SM, allowing precise predictions of particle

behavior confirmed by numerous experiments to date. However, despite its experimental

successes, including the discovery of the Higgs boson [10, 11], the Standard Model remains

incomplete, as it does not incorporate gravity, nor does it explain phenomena such as

neutrino oscillations [12] or dark matter [13]. Nevertheless, it remains the foundational

model for understanding particle physics and continues to guide both theoretical and

experimental research.

1.2 Quantum Chromodynamics and Quark–gluon plasma

Central to the SM is the QCD, the fundamental theoretical framework that governs the

interaction between quarks and gluons [5, 14, 15]. It also elucidates the strong nuclear

force, which is responsible for binding quarks into hadrons such as protons, neutrons, and
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mesons. This framework is a non-Abelian gauge theory constructed on the 𝑆𝑈 (3) symmetry

group, in which the concept of color charge serves a role similar to that of electric charge in

quantum electrodynamics (QED). Within the QCD theory, quarks are assigned one of three

types of this color charges, labeled as red, green, and blue, and they interact by exchanging

gluons, the force carrier of QCD. Unlike photons in electromagnetism that carry no charge,

gluons themselves carry color charge and exist in eight distinct types (each represented

by specific combinations of color and anticolor charges such as red-antired, red-antigreen,

red-antiblue, etc.), allowing them to interact with each other as well as with quarks. This

makes QCD a highly non-linear theory with complex dynamics.

Even though quarks and gluons carry color charge, hadrons composed from these quarks

are color-neutral. In particular, baryons are formed by three quarks, each of a different

color, combining to yield an overall colorless state. Protons and neutrons, the primary

constituents of ordinary matter, belong to this category. Similarly, mesons consist of a

quark and an antiquark paired so that their color and anticolor charges cancel out, also

resulting in color neutrality. Together, baryons and mesons comprise the class of hadrons,

all of which participate in the strong interaction governed by QCD.

QCD stands out in the SM through three key features that essentially characterize the

strong interaction. Two of these features pertain to the behavior of the strong force’s

interaction strength, while the third focuses on the spontaneous breaking of chiral flavor

symmetry. The interaction strength in QCD is quantified by the strong coupling constant,

often denoted as 𝛼s. This coupling parameter determines the probability amplitude for

quarks and gluons to interact. Unlike the electromagnetic coupling in QED, which remains

nearly constant across different energy scales, 𝛼s varies significantly with the squared
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momentum transfer 𝑄2 involved in the interaction. Formally, 𝛼s is expressed as

𝛼s(𝑄2) = 12𝜋
(11𝑁𝑐 − 12𝑁 𝑓 ) log(𝑄2/Λ2

QCD)
, (1.1)

where 𝑁𝑐 represents the number of distinct color charges in QCD, while 𝑁 𝑓 refers to the

total number of quark flavors participating in the process or interaction. The parameter

ΛQCD, known as the QCD scale parameter, defines the characteristic energy scale at which

the strong interaction transitions from perturbative to non-perturbative regimes. The value

of ΛQCD typically lies within the range of 100 to 500 MeV. The behavior of 𝛼s predicted

by QCD as a function of 𝑄 is depicted in Fig. 1.2 alongside experimental measurements,

demonstrating excellent agreement over a wide range of energy scales—from the lowest

accessible energies to the highest probed by experiments.

In the high-energy regime (𝑄 ≫ ΛQCD), Eq. (1.1) reveals that the 𝛼s decreases logarith-

mically with increasing momentum transfer. This property, known as asymptotic freedom [14–

16], is a direct consequence of the self-interaction of gluons, which produce an antiscreen-

ing effect. It implies that quarks and gluons behave as if they were nearly free particles

when probed at very short distances or equivalently at large 𝑄2. This remarkable feature

enables reliable perturbative calculations in high-energy particle collisions and underpins

much of QCD’s predictive power at short distances. It underlies the success of perturba-

tive QCD calculations in describing hard processes such as jet production, deep inelastic

scattering, and high-𝑝T hadron production in collider experiments.

In contrast, at low energies (𝑄 ≲ ΛQCD), the strong coupling constant becomes large,

rendering perturbative expansions invalid. This non-perturbative regime manifests in

the phenomenon of color confinement [17], wherein isolated quarks or gluons cannot

be observed as free particles due to the increasing strength of their interaction at larger

distances. As quarks are pulled apart, the force between them grows stronger instead of
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Figure 1.2: Evolution of the strong coupling constant 𝛼s as a function of momentum transfer 𝑄,
determined from several processes including deep inelastic scattering (green triangles),
𝑒+𝑒− annihilation (red circles), hadron collisions (blue diamonds), and heavy quarkonia
(magenta squares). The solid curve and yellow band represent the QCD prediction and
its uncertainty. The figure is taken from Ref. [16].

diminishing, effectively confining them within hadrons. This behavior is encapsulated in

the effective QCD potential

𝑉 (𝑟) = −4
3
𝛼s

𝑟
+ 𝑘𝑟 (1.2)

where the first term dominates at short distances and produces a Coulomb-like attraction,

while the second term, which grows linearly with quark separation 𝑟, corresponds to a

constant confining "string tension" 𝑘 . This linear component reflects the formation of a

color flux tube between quarks, preventing their separation without generating new quark-

antiquark pairs. Confinement is well supported by lattice QCD 1 (LQCD) simulations and
1Lattice QCD is a non-perturbative computational framework for solving QCD by discretizing space-time
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experimental evidence for confinement comes from the absence of free quark detection

and from observations in high-energy collisions, where quarks and gluons produced in the

early stages rapidly hadronize into colorless states.

The third important feature of QCD is the spontaneous breaking of chiral flavor symme-

try [18, 19]. In the chiral limit, where the light-quark masses are taken to be negligible, the

QCD Lagrangian exhibits a symmetry between left- and right-handed quark components.

However, this chiral symmetry is not reflected by the physical QCD vacuum2. Instead, the

vacuum spontaneously breaks this symmetry, creating a nonzero quark condensate ⟨𝑞𝑞⟩.

This breaking leads to the emergence of nearly massless pseudoscalar mesons, such as

pions and kaons, which act as the Nambu-Goldstone bosons for this broken symmetry.

Although the quark masses are small but not zero, they explicitly break chiral symmetry,

giving these mesons their small but finite mass. This phenomenon explains why hadrons

have substantial masses despite the lightness of their constituent quarks and governs their

low-energy interactions.

Building on the property of asymptotic freedom, QCD predicts that matter subjected

to extremely high temperatures or energy densities will undergo a transition into a new

phase where quarks and gluons are no longer confined within hadrons [14, 15, 20]. In such

extreme conditions, realized for instance in the early universe microseconds after the Big

Bang [21, 22], the strong coupling becomes sufficiently weak allowing quarks and gluons

to propagate over extended distances. This leads to the formation of a deconfined medium

into a finite lattice of points. Quark fields are defined on lattice sites and gluon fields on the links between
sites, preserving local gauge symmetry. Numerical Monte Carlo simulations in Euclidean space-time enable
the evaluation of QCD observables from first principles, overcoming the challenges of strong coupling and
nonlinearity in low-energy regimes.

2The physical QCD vacuum refers to the true ground state of the QCD theory. It is a complex, non-
perturbative state characterized by nonzero quark and gluon condensates. Unlike the vacuum in QED, which
can be thought of as empty space with no particles, QCD vacuum exhibits a rich structure due to strong
quantum fluctuations, that underpin the essential features of strong interactions.
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known as the quark–gluon plasma or QGP [23]. In this state, color charges are liberated, and

quarks and gluons behave as effective quasiparticles rather than being bound into hadrons.

Importantly, LQCD calculations (at baryon chemical potential 𝜇B ≈ 0) further show that the

transition into the QGP is accompanied by a restoration of (approximate) chiral symmetry,

fundamentally altering the mass generation mechanism and hadronic interactions [24, 25].

The equation of state (EoS) of strongly interacting matter plays a central role in un-

derstanding the properties and dynamics of the QGP. It defines the relationship between

thermodynamic quantities such as pressure, energy density, and temperature, character-

izing how QCD matter responds to extreme conditions. LQCD calculations provide a

first-principles determination of the EoS, revealing that at low temperatures the pressure

and energy density remain small, consistent with a hadron gas, while near a critical tem-

perature 𝑇𝑐 ≈ 154± 9 MeV, these quantities rapidly increase, signaling the transition to the

QGP phase [26, 27]. This behavior is illustrated in Fig. 1.3, where the normalized pressure,

energy density, and entropy density sharply rise above 𝑇𝑐, reflecting the rapid increase of

thermodynamic activity with the liberation of color degrees of freedom. Understanding

of the EoS is crucial for mapping the QCD phase diagram, which organizes the different

phases of QCD matter as a function of temperature and baryon chemical potential, illus-

trating the conditions under which quark confinement and chiral symmetry breaking are

lifted.

1.3 QCD phase diagram

Following the earlier discussion on the QGP and QCD EoS, the QCD phase diagram

serves as a conjectured map of the different phases of strongly interacting matter as a

function of temperature 𝑇 and baryon chemical potential 𝜇B [28]. Figure 1.4 shows that
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Figure 1.3: Equation of state of QCD matter as a function of temperature from lattice QCD results,
showing normalized pressure (3p/T4), energy density (𝜖/T4), and entropy density
(3s/T4). The yellow band indicates the region near the critical temperature Tc, with the
hadron resonance gas (HRG) model shown for comparison at low Tc. The dotted line
at the top represents the Stefan–Boltzmann (non-interacting gas) limit for comparison.
The figure is taken from Ref. [26].

at low 𝑇 and low 𝜇B, matter exists in a hadron gas phase where quarks and gluons are

confined within color-neutral hadrons and chiral symmetry is spontaneously broken. At

vanishing 𝜇B, when the temperature rises above the 𝑇𝑐, LQCD predicts a smooth crossover

transition to the deconfined QGP phase, characterized by the liberation of color charges and

approximate restoration of chiral symmetry [29]. This 𝑇𝑐, often referred to as the crossover

temperature, reflects a smooth change of system from one phase to another: the free energy

and all its derivatives with respect to some thermodynamic variable remain continuous. At

larger values of 𝜇B, LQCD becomes limited by the sign problem, and the phase structure

is inferred from effective models. These studies suggest that the smooth crossover may

turn into a first-order phase transition at high baryon density [31], with the first-order line

terminating at a second-order critical point [28, 32, 33]. At a first-order phase transition,
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Figure 1.4: Illustration of a conjectured phase diagram of QCD matter in temperature vs. baryon
chemical potential 𝜇B plane, with distinct colors separating different phases of QCD
matter—hadron gas, quark–gluon plasma, and the predicted color-superconducting
phase. The figure is taken from Ref. [30].

the free energy itself remains continuous, but its first derivatives are discontinuous leading

to coexistence of two distinct phases [34, 35]. On the other hand, the critical point is a

second-order phase transition characterized by the continuous change of the free energy and

its first derivatives. However, at the critical point, second or higher-order derivatives of the

free energy (such as specific heat or susceptibilities) diverge, reflecting critical fluctuations.

This unique behavior defines the universality class of the phase transition and is the key

signature sought in experiment and theory [34, 35]. The search for this QCD critical point

is a central goal of current relativistic heavy-ion collision experiments. At very high 𝜇B and

low 𝑇 , QCD predicts color-superconducting phases where quarks form Cooper pairs near

the Fermi surface, a state relevant for the dense cores of neutron stars though inaccessible

in current collider experiments [36].

The experimental exploration of the QCD phase diagram is pursued using ultrarela-
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tivistic heavy-ion collisions at facilities such as the Large Hadron Collider (LHC) and the

Relativistic Heavy Ion Collider (RHIC). The LHC operates at the highest available colli-

sion energies, probing the QCD phase diagram at very high 𝑇 and 𝜇B ≈ 0 and providing

detailed insight into the QGP in the crossover region. In contrast, the RHIC spans a wide

range of collision energies, enabling the study of both low and moderate baryon densities.

RHIC’s Beam Energy Scan program aims to explore experimentally the region around the

conjectured critical point and possible first-order phase transition by varying the 𝜇B [37–

40].

1.4 Relativistic heavy-ion collisions and their evolution

Relativistic heavy-ion collisions provide a unique experimental avenue to create and study

matter under the extreme conditions of temperature and density where the QGP exists [23,

41]. This concept was first proposed in the 1970s, shortly after the formulation of QCD

theory that laid the foundation for dedicated experimental programs aimed at recreating and

exploring QGP properties under controlled laboratory conditions. Early experimental pro-

grams were initiated at facilities such as the Bevalac at Berkeley and later at Brookhaven’s

AGS and CERN’s SPS, evolving into the dedicated relativistic heavy-ion programs at the

RHIC and the LHC. By colliding nuclei at nearly the speed of light, these experiments

reproduce conditions similar to those in the early Universe microseconds after the Big

Bang [42], and has since become a cornerstone in exploring the strong interaction and

QGP.

The evolving system proceeds through a sequence of stages, each governed by distinct

physical processes and characteristic timescales. At the earliest instant, the overlap of two

highly Lorentz-contracted nuclei results in an instantaneous deposition of energy in a small
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volume. The spatial distribution of the deposited energy and entropy is predominantly

influenced by the number and arrangement of participant nucleons and partons within the

nuclei. Due to nucleon position fluctuations, this energy density is not uniform but exhibits

a highly irregular and "lumpy" structure with localized hotspots, as shown in Fig. 1.5.

Following this, the system enters a short-lived pre-equilibrium phase, characterized by rapid

Figure 1.5: Schematic illustration of the various stages in a relativistic heavy-ion collision. The
temporal sequence moves from the initial state of Lorentz-contracted nuclei, through
pre-equilibrium dynamics and QGP formation, followed by hadronization and hadronic
rescattering, to final kinetic freeze-out and detection in the ALICE experiment. The
figure is taken from Ref. [43].

gluon production and intense color field interactions. Within approximately 1 femtosecond,

interactions among constituents drive the system towards local thermalization. Beyond this

point, the medium—often referred to as a "fireball"—can be effectively described by

relativistic hydrodynamics [44], signaling the onset of the QGP phase. During the QGP

phase, the fireball expands and cools while developing collective flow [45] and dynamically

evolving in its thermodynamic properties. As the temperature drops to the critical value

𝑇𝑐, which depends on 𝜇B, the medium undergoes a transition to a hadron gas composed of
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color-neutral hadrons such as pions, kaons, and protons. This transition process is known

as hadronization, and the matter often referred to as hadronic matter. The hadronic matter

continues to evolve and interact until inelastic scattering processes cease at the chemical

freeze-out. At this point, the particle abundances are fixed and no longer change, except

through subsequent resonance decays. Beyond chemical freeze-out, hadrons still undergo

elastic scatterings which maintain kinetic thermalization of the momentum distributions

until the system further expands and its density decreases. Finally, at the kinetic freeze-out,

these elastic interactions cease, and hadrons decouple from the medium, streaming freely

to the detection systems. These free-streaming hadrons retain the imprints of the medium’s

space-time evolution and thermodynamic history, making them essential experimental

probes for studying the properties of the created medium.

1.4.1 Kinematic variables and key observables

In high-energy nuclear collisions, the description of the final-state hadrons is carried out

using a set of well-defined kinematic variables [46]. These variables provide a consistent

framework for characterizing particle motion and form the basis for both theoretical mod-

eling and experimental analyses. By studying the energy and momentum distributions of

outgoing hadrons, valuable insights into the properties of the created system can be ob-

tained. In addition to variables defined at the single-particle level, global event observables

characterize the overall properties of the collision. Together, these kinematic and event-

level observables enable a detailed understanding of the system’s formation, evolution, and

underlying physics across different collision energies and experimental conditions.

The motion of each particle can be expressed through its four-momentum,

𝑝𝜇 = (𝐸, 𝑝𝑥 , 𝑝𝑦, 𝑝𝑧), (1.3)
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where 𝐸 denotes the energy and (𝑝𝑥 , 𝑝𝑦, 𝑝𝑧) are the Cartesian components of the momen-

tum. From this, several derived quantities particularly relevant to collider experiments are

constructed:

• Transverse momentum (𝑝T):

The momentum component orthogonal to the beam axis is defined as

𝑝T =

√︃
𝑝2
𝑥 + 𝑝2

𝑦 . (1.4)

This variable plays a central role in heavy-ion physics because it is unaffected by

longitudinal boosts and is directly sensitive to the collective expansion of the medium.

• Azimuthal angle (𝜑):

The azimuthal angle 𝜑 is conventionally defined as the angle between the particle’s

transverse momentum vector and the x-axis in the plane perpendicular to the beam

axis. Mathematically, it is expressed as:

𝜑 = tan−1
(
𝑝𝑦

𝑝𝑥

)
. (1.5)

• Rapidity (𝑦):

For a particle with energy 𝐸 and longitudinal momentum 𝑝𝑧, the rapidity is given by

𝑦 =
1
2
𝑙𝑛

(
𝐸 + 𝑝𝑧
𝐸 − 𝑝𝑧

)
. (1.6)

Rapidity provides a convenient description of particle production since differences

in rapidity remain invariant under Lorentz boosts along the collision axis, making it

particularly useful when comparing results across different collision energies.

• Pseudorapidity (𝜂):

In experimental analyses, especially where the particle mass is not determined, a
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related angular variable is often employed:

𝜂 =
1
2
𝑙𝑛

(
|𝑝 | + 𝑝𝑧
|𝑝 | − 𝑝𝑧

)
= −𝑙𝑛

[
tan

(
𝜃

2

)]
, (1.7)

where 𝜃 is the polar angle relative to the beam axis, and |𝑝 | =
√︃
𝑝2
𝑥 + 𝑝2

𝑦 + 𝑝2
𝑧 . At

ultrarelativistic energies, 𝜂 closely approximates the rapidity, allowing a straightfor-

ward description of detector coverage and event multiplicity distributions.

• Transverse Mass (𝑚T):

Defined as the combination of a particle’s rest mass and transverse momentum, the

transverse mass is expressed by:

𝑚T =

√︃
𝑚2 + 𝑝2

T, (1.8)

where 𝑚 is the particle’s rest mass. This variable is insightful for investigating

collective flow effects and spectral shapes across different particle species.

• Invariant mass:

For a system of particles, the invariant mass is constructed from the sum of their

four-momenta:

𝑀2 =

(∑︁
𝑖

𝐸𝑖

)2

−
�����∑︁
𝑖

®𝑝𝑖

�����2 . (1.9)

The quantity is invariant under Lorentz transformations. This fundamental property

makes the invariant mass a powerful tool for reconstructing short-lived resonances

and studying multi-particle decay channels.

• Collision centrality:

Centrality quantifies the degree of overlap between the two nuclei during collision

and is closely linked to the impact parameter—the transverse distance between their

centers at closest approach. Although the impact parameter cannot be measured
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directly, centrality classes are experimentally determined using signals sensitive to

collision geometry, primarily the charged-particle multiplicity or energy deposited

in forward detectors. This classification enables categorizing events from the most

central (head-on) to the most peripheral (glancing) collisions. Central collisions

produce larger volumes of hot and dense QCD matter, making centrality a crucial

variable for understanding how the initial geometric configuration affects the evolu-

tion and observable signatures of the system. Conversely, more peripheral collisions,

characterized by smaller overlap regions, generate less dense matter and serve as im-

portant references for delineating medium effects from baseline particle production.

A more detailed discussion of collision geometry, centrality determination, and the

experimental methods employed in ALICE is provided in Chapter 3.

• Multiplicity:

Multiplicity refers to the total number of particles produced and detected within a

defined kinematic acceptance in each collision event. It is a key observable that

reflects the system size and entropy generated in the collision. Charged-particle

multiplicity distributions give insight into the overall particle production mechanisms

and the energy density achieved. Higher multiplicities are typically associated with

more central collisions, where the nuclear overlap region is larger, thus producing

more particles. Multiplicity measurements thus serve as essential input for event

classification.

• Invariant yield:

The invariant yield 𝐸 d3𝑁
d𝑝3 represents the particle production rate in a Lorentz-invariant

differential form, typically given by

𝐸
d3𝑁

d𝑝3 =
1

2𝜋𝑝T

d2𝑁

d𝑝Td𝑦
(1.10)
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where 𝑁 is the particle count within a specific kinematic bin. It serves as a fun-

damental observable quantifying particle production normalized to remove frame-

dependent effects, allowing direct comparison between different experimental sys-

tems and collision energies.

• Centre-of-mass energy (
√
𝑠):

The center-of-mass energy is a fundamental quantity in high-energy nuclear and

particle collisions. It defines the total available energy in the rest frame of the

composite system, setting the energy scale for all particle production and dynamics

emerging from the collision. For symmetric collider experiments (such as those at

the LHC), where two beams with equal energy 𝐸 collide head-on, the Mandelstam

variable 𝑠, defined as the square of the total four-momentum of the incoming particles,

is given by:

𝑠 = (𝑝1 + 𝑝2)2 = (𝐸1 + 𝐸2)2 − ( ®𝑝1 + ®𝑝2)2. (1.11)

For two identical beams colliding head-on (as in a collider), 𝐸1 = 𝐸2 = 𝐸 and

momenta being equal in magnitude and opposite in direction ( ®𝑝1 = − ®𝑝2), Eq. 1.11

simplifies to
√
𝑠 = 2𝐸 . Thus, for collisions at

√
𝑠 = 5.02 TeV, each incoming beam

carries an energy of 𝐸 = 2.51 TeV. In heavy-ion experiments, it is standard practice

to specify the center-of-mass energy per nucleon pair, denoted as √𝑠NN, facilitating

direct comparison of collision dynamics across different beam species and systems.

1.5 Experimental probes of QGP

The formation of QGP in heavy-ion collisions are confirmed and studied through indirect

experimental signatures. A variety of probes have been developed that provide complemen-

tary insights into the properties and evolution of this deconfined state of matter. These are
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broadly categorized into hard probes, which involve high-momentum particles produced

in primary scatterings, and soft probes, which reflect the bulk properties and collective

behavior of the medium.

1.5.1 Hard probes

Hard probes emerge from high-momentum transfer processes occurring in the earliest

stages of the collision. Their great advantage lies in being produced before the QGP forms

and subsequently interacting with the medium as calibrated external probes. These include

high-𝑝T partons that evolve into jets, as well as heavy-flavor quarks.

• Jet quenching:

Jets arise as narrow streams of hadrons originating from the fragmentation and

hadronization of energetic quarks and gluons produced in the initial hard scatterings

of high-energy nuclear collisions. When these energetic partons created in heavy-

ion collisions propagate through the QGP, they interact strongly with the medium

constituents, losing energy and momentum predominantly through medium-induced

gluon radiation as well as elastic scatterings with the plasma particles [47]. This

energy degradation, known as jet quenching, results in both a suppression of high-𝑝T

hadron yields when compared with proton–proton collisions.

The magnitude of this suppression is usually expressed in terms of the nuclear

modification factor 𝑅AA, which is defined as

𝑅AA(𝑝T) =
d2𝑁AA/(d𝑝Td𝑦)

⟨𝑇AA⟩d2𝜎pp/(d𝑝Td𝑦)
, (1.12)

where the numerator corresponds to high-𝑝T hadron yields measured in nucleus-

nucleus collision events, while the denominator is obtained from the corresponding
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production cross section in proton-proton collisions𝜎pp, scaled by the average nuclear

overlap function 𝑇AA. The overlap function itself is determined from the number of

binary nucleon–nucleon collisions, 𝑁coll, calculated using the Glauber model of

nuclear collision geometry [48], divided by the inelastic nucleon–nucleon cross

section 𝜎inel
NN [49]. If a heavy-ion collision were merely a sum of independent proton-

proton interactions, one would expect 𝑅AA = 1. Instead, observed values well below

unity provide direct evidence for strong energy dissipation of hard partons inside the

QGP. Experimental results obtained at both RHIC and the LHC have demonstrated

jet quenching signatures in central heavy-ion collisions. The 𝑅AA as a function

of 𝑝T measured in central heavy-ion collisions at different collision energies and

experiments, is shown in Fig. 1.6. The data points illustrate the strong suppression

Figure 1.6: Nuclear modification factor 𝑅AA for central PbPb (SPS), AuAu (RHIC), and PbPb
(LHC) collisions as a function of 𝑝T, comparing results from WA98, PHENIX, STAR,
CMS, and ALICE experiments. The data are shown alongside theoretical predictions
for various parton energy loss scenarios in the quark–gluon plasma, illustrating strong
jet quenching effects at RHIC and LHC energies. The figure is taken from Ref. [50].
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of high-𝑝T hadrons, and theoretical model predictions (shown as bands and lines) for

different medium parameters and energy loss mechanisms, qualitatively agree with

the experimental data. These results underscore the presence of a hot, dense, and

strongly interacting medium created in these collisions.

• Heavy-flavour quark probes:

Heavy-flavor quarks, particularly charm and bottom quarks, act as essential probes

of the QGP formed in high-energy heavy-ion collisions. Among these, the suppres-

sion of quarkonium states like 𝐽/𝜓 (𝑐𝑐; charmonium) and Υ (𝑏𝑏̄; bottomonium) is

considered one of the clearest signatures of the QGP. The 𝐽/𝜓 meson suppression

was originally proposed as an indicator of deconfinement [51]. The principal mech-

anism causing suppression of these quarkonium states is Debye color screening: the

deconfined medium screens the strong force between the heavy quark-antiquark pair,

weakening their binding and leading to dissociation of the bound states. Experi-

mental data from SPS, RHIC, and LHC (results from ALICE are shown in Fig. 1.7)

consistently show a strong suppression of 𝐽/𝜓 yields in nucleus-nucleus collisions

relative to proton-proton collisions, quantified by the nuclear modification factor 𝑅AA

significantly less than unity.

Bottomonium states exhibit a cleaner suppression pattern owing to their higher mass

and less recombination. Their suppression happens sequentially, aligned with their

binding energies. The tightly bound ground state Υ(1S) survives higher tempera-

tures, while excited states, Υ(2S) and Υ(3S) dissociate more readily, consistent with

theoretical expectations. This sequential melting of Υ(1S), Υ(2S), and Υ(3S) states

observed in experiments at RHIC and LHC (results from CMS are shown in Fig. 1.8)

provides a precise way to gauge the temperature of the QGP [53].
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Figure 1.7: Transverse momentum dependence of inclusive 𝐽/𝜓 nuclear modification factor 𝑅AA
in Pb–Pb collisions at √𝑠NN = 5.02 TeV and 2.76 TeV, measured by ALICE in the
rapidity range 2.5 < 𝑦 < 4. Bottom panel shows the ratio of 𝑅AA between 5.02 TeV
and 2.76 TeV. The shaded band correspond to calculations from a transport model.
Error bars and boxes indicate statistical and systematic uncertainties, respectively. The
figure is taken from Ref. [52].

Figure 1.8: Transverse momentum dependence of the nuclear modification factor 𝑅AA for Υ(1S),
Υ(2S), and Υ(3S) mesons measured by the CMS experiment in Pb−Pb collisions at√
𝑠NN = 5.02 TeV for rapidity |𝑦 | < 2.4 and 0–90% centrality. The plot demonstrates

strong and sequential suppression of the excited bottomonium states relative to the
ground state. Statistical and systematic uncertainties are indicated by error bars and
boxes, respectively. The figure is taken from Ref. [54].
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1.5.2 Soft probes

These probes arise from the low-momentum, thermalized particles that dominate the bulk

medium created in heavy-ion collisions. Soft probes provide insight into the collective and

macroscopic properties of the QGP, such as its equation of state, transport coefficients, and

hydrodynamic evolution. Key observables include strangeness enhancement, anisotropic

flow, and particle correlations and fluctuations.

• Strangeness enhancement:

Strangeness enhancement, a phenomenon historically proposed as a signature of QGP

formation [55, 56], refers to the increased relative production of strange hadrons in

high-energy heavy-ion collisions compared to proton–proton interactions at similar

energies. In the QGP, the abundant presence of deconfined quarks and gluons fa-

cilitates efficient production of strange quark–antiquark pairs through processes like

gluon fusion (𝑔𝑔 → 𝑠𝑠) and quark–antiquark interactions (𝑢𝑢̄ → 𝑠𝑠, 𝑑𝑑 → 𝑠𝑠) [55].

This leads to a rapid achievement of strangeness chemical equilibrium, a state that

is much harder to reach in a purely hadronic environment due to higher produc-

tion thresholds and longer equilibration timescales. Experimentally, strangeness

enhancement is quantified by comparing the yield ratios of strange and multi-strange

hadrons (such as Λ, Ξ, and Ω) to those of non-strange reference particles like pions,

measured in heavy-ion collisions relative to smaller systems such as proton–proton

or peripheral heavy-ion interactions. Both RHIC and LHC have observed significant

strangeness enhancement, as demonstrated in Fig. 1.9 [59, 60]. The enhancement

becomes more pronounced for multi-strange baryons (higher strangeness content)

and grows with event multiplicity, which reflects the size and density of the medium

created. Notably, recent results have shown that strangeness enhancement, once con-
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Figure 1.9: Hyperon-to-pion ratios (Ξ/𝜋 and Ω/𝜋) as a function of the mean number of partici-
pating nucleons (⟨𝑁part⟩) in various collision systems and energies. Results are shown
for Pb–Pb collisions at √𝑠NN = 2.76 TeV (ALICE), pp collisions at

√
𝑠 = 7 TeV

and 900 GeV (ALICE), and Au–Au and pp collisions at √𝑠NN = 200 GeV (STAR).
The increasing ratios with system size and event multiplicity clearly illustrate the en-
hancement of multi-strange baryon production. The solid and dashed lines indicate
theoretical predictions from thermal models [57, 58]. Error bars represent statistical
and systematic uncertainties. The figure is taken from Ref. [59].

sidered a signature unique to heavy-ion collisions, also emerges in high-multiplicity

p–Pb and even pp events, indicating the possible onset of collectivity and partonic

effects in these smaller systems as well [61].

• Anisotropic flow:

Anisotropic flow is a key observable characterizing collective flow of the hot and

dense medium created in relativistic heavy-ion collisions [62–64]. This collective

flow refers to the correlated expansion of the medium that causes emission of particles
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with characteristic angular and momentum distributions. In non-central heavy-ion

collisions, the overlapping region of the two nuclei takes on an elliptical shape in

the plane transverse to the beam direction. This spatial anisotropy is conventionally

described by the eccentricity 𝜖 , defined as 𝜖 = ⟨𝑦2 − 𝑥2⟩/⟨𝑦2 + 𝑥2⟩. The coordinates

𝑥 and 𝑦 represent the spatial positions of participant nucleons or deposited energy

density in the transverse plane, with 𝑥 along the impact parameter axis and 𝑦 per-

pendicular to it. The larger pressure gradients along the short axis cause the QGP to

expand more rapidly in that direction. This leads to a larger emission of particles with

higher transverse momentum along the reaction plane direction (the plane defined by

the beam axis and the impact parameter), manifesting as anisotropic particle flow in

momentum space, as illustrated in Fig. 1.10.

Figure 1.10: Illustration of anisotropic flow development in a non-central heavy-ion collision.
Panel (a) shows the almond-shaped overlap region in the plane perpendicular to the
beam axis. Panel (b) and (c) depicts the initial spatial asymmetry in coordinate space
translating into anisotropy in momentum space of emitted particles. The figure is
taken from Ref. [65].

To quantify the momentum-space anisotropy, the azimuthal angle 𝜑 distribution of

emitted particles can be expanded in a Fourier series [66], relative to the event plane
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angle, Ψ𝑛3:

𝐸
d3𝑁

d𝑝3 =
1

2𝜋𝑝T

d2𝑁

d𝑝Td𝑦

(
1 + 2

∞∑︁
𝑛=1

𝑣𝑛cos[𝑛(𝜑 − Ψ𝑛)]
)
. (1.13)

Here, the Fourier coefficients 𝑣𝑛 are known as anisotropic flow coefficients—often

referred as 𝑛-th harmonic flow. The dominant component of the anisotropic flow,

reflecting the initial geometric anisotropy, is the elliptic flow, 𝑣2. It is defined as

𝑣2 = ⟨cos2(𝜑 − Ψ2)⟩, (1.14)

averaged over particles and events, where Ψ2 is the second-order event plane angle.

Experimental measurements from RHIC and LHC have revealed large elliptic flow

values along with significant higher-order harmonic coefficients (𝑣𝑛 for 𝑛 > 2) [67–

74], providing clear evidence of strong collective expansion and near-perfect fluid

behavior of the QGP [45, 75]. This near-perfect fluidity is attributed to the exception-

ally low shear viscosity to entropy density ratio (𝜂/𝑠) of the QGP, which approaches

the theoretical lower bound of 1/4𝜋 derived from AdS/CFT considerations [76, 77]

(see Fig. 1.11). A value of 𝜂/𝑠 this low implies minimal resistance to flow, enabling

the fluid to efficiently translate initial spatial anisotropies into observed momentum

anisotropies. Unlike a weakly interacting gas, the QGP behaves as a strongly in-

teracting liquid that thermalizes rapidly and develops collective motion, with the

measured anisotropic flows in close agreement with viscous hydrodynamic calcula-

tions employing low 𝜂/𝑠. An illustrative comparison using ALICE data is shown in

Fig. 1.12.
3The event plane angle is an experimental estimate of the azimuthal orientation of a heavy-ion collision’s

reaction plane. Since the reaction plane cannot be measured directly in experiments, the event plane angle
corresponding to the 𝑛th harmonic is determined from the azimuthal distribution of emitted particles using
the equation:

Ψ𝑛 =
1
𝑛

tan−1 ⟨sin(𝑛𝜑)⟩
⟨cos(𝑛𝜑)⟩ .
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Figure 1.11: Shear viscosity to entropy density ratio (𝜂/𝑠) as a function of the temperature nor-
malized to the critical temperature (𝑇/𝑇𝑐) for conventional substances like water
and helium at different pressures, compared with the quark–gluon plasma created in
heavy-ion collisions. The dashed line indicates the lower bound (1/4𝜋) predicted by
AdS/CFT calculations. The figure is adapted from Ref. [78].

Figure 1.12: Centrality dependence of anisotropic flow coefficients 𝑣2{2}, 𝑣2{4}, 𝑣3{2}, and 𝑣4{2},
measured using multi-particle correlations (where the number in curly braces {𝑚}
denotes the order of the 𝑚-particle correlation) in Pb–Pb collisions at √𝑠NN = 2.76
and 5.02 TeV. The experimental data points are compared with corresponding hydro-
dynamic model predictions indicated by the lines. The lower panel presents the ratio
of model predictions to data for both energies, demonstrating agreement within ±10%
across centralities. The figure is adapted from Ref. [78].
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Recent ALICE high-precision measurements by the ALICE Collaboration for Pb–Pb

collisions at √𝑠NN = 5.02 TeV provide detailed 𝑣2(𝑝T) distributions for multiple

identified particle species across a wide range of collision centralities, as shown in

Fig. 1.13. The data exhibit a distinct mass ordering at low 𝑝T, consistent with hy-

Figure 1.13: Transverse momentum dependence of the elliptic flow coefficient, 𝑣2 for identified
particle species—pions, kaons, protons, 𝜙 mesons, K0

𝑠, and Λ—measured in Pb–Pb
collisions at√𝑠NN = 5.02 TeV with ALICE. Results are displayed for various collision
centralities, highlighting the evolution of collective flow strength and particle-type
dependence from central to peripheral events. The figure is taken from Ref. [79].

drodynamic flow-driven collective effects [63, 80], while at intermediate 𝑝T a clear

baryon-meson splitting (grouping of particles according to the number of quarks they

are composed of) emerges. This splitting reflects the quark coalescence mechanism

in particle production and signals partonic collectivity prior to hadronization [81].

These comprehensive results place stringent constraints on the QGP’s transport co-

efficients, particularly the 𝜂/𝑠, and strongly validate hydrodynamic models.
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• Particle correlations and fluctuations:

Particle correlations and fluctuations provide powerful means to probe the phase

structure of QCD in heavy-ion collisions [82, 83]. In particular, event-by-event

fluctuations of conserved charges such as net-baryon number serve as sensitive in-

dicators of critical phenomena expected near the QCD phase transition and possible

critical point. Net-proton fluctuations, which are experimentally accessible proxies

for net-baryon fluctuations, are quantified by measuring higher-order cumulants of

the event-by-event net-proton distribution. The cumulants (𝐶𝑛) up to fourth order for

the event-by-event distribution of a quantity 𝑀 are defined as

𝐶1 = ⟨𝑀⟩, (1.15)

𝐶2 = ⟨(𝑀 − ⟨𝑀⟩)2⟩, (1.16)

𝐶3 = ⟨(𝑀 − ⟨𝑀⟩)3⟩, (1.17)

𝐶4 = ⟨(𝑀 − ⟨𝑀⟩)4⟩ − 3⟨(𝑀 − ⟨𝑀⟩)2⟩2, (1.18)

with angular brackets ⟨..⟩ representing average over many events. These 𝐶𝑛 scale

proportionally with the system size, which means they are sensitive to the volume

of the system and to event-by-event volume fluctuations. To mitigate these effects,

ratios of cumulants are utilized. These ratios not only suppress trivial volume effects

but also connect directly to ratios of baryon-number susceptibilities as calculated in

LQCD and QCD-based models. A characteristic non-monotonic behavior in these

cumulants, especially the fourth-order, as a function of collision energy can signal the

system’s proximity to a critical point in the QCD phase diagram [84, 85]. The STAR

experiment at RHIC has conducted detailed measurements of event-by-event net-

proton fluctuations across a wide range of collision energies, as shown in Fig. 1.14.
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By examining the energy dependence of the fourth-to-second-order cumulant ratio

(𝐶4/𝐶2) in central Au+Au collisions, STAR observed a non-monotonic behavior with

a statistical significance of 3.1𝜎 relative to Poisson baseline4. A more comprehensive

overview of results on net-proton fluctuations can be found in Ref. [40].

Figure 1.14: The ratios of net-proton cumulants 𝐶3/𝐶2 (left) and 𝐶4/𝐶2 (right) plotted against the
collision energy √

𝑠NN in Au+Au collisions at 0–5% centrality, for given kinematic
acceptance on 𝑦 and 𝑝T. Solid lines show polynomial fits (5th order for𝐶3/𝐶2 and 4th
order for 𝐶4/𝐶2) to the data points, while dashed lines represent the Poisson baseline
for comparison. Below each main plot, the derivative of the fit is shown to highlight
the nonmonotonic behavior, with significance levels of 1.0𝜎 for 𝐶3/𝐶2 and 3.1𝜎 for
𝐶4/𝐶2. Error bars combine both statistical and systematic uncertainties. The figure
is adapted from Ref. [37].

In addition to fluctuations of conserved charges, event-by-event fluctuations of the

mean transverse momentum (⟨𝑝T⟩) serve as an important observable to characterize

the dynamics of the produced medium in heavy-ion collisions [83]. These fluctu-

4The Poisson baseline refers to a scenario where fluctuations arise from independent particle production,
i.e., event-by-event distribution of proton (𝑁p) and antiproton (𝑁p̄) numbers are Poissonian. As a result, the
distribution of the difference of these numbers (𝑁p − 𝑁p̄), which is event-by-event net-proton distribution,
becomes Skellam, and its cumulants are given by 𝐶𝑛 = ⟨𝑁p⟩ + (−1)𝑛⟨𝑁p̄⟩. Using the average numbers of
proton and antiproton numbers, ⟨𝑁p⟩ and ⟨𝑁p̄⟩ measured in experiments, this baseline estimates are obtained.
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ations arise from event-wise variations in the initial temperature, collective flow,

initial-state fluctuations and intrinsic correlations among emitted particles [86–90].

As such, recent studies have shown that ⟨𝑝T⟩ fluctuations can be useful in probing

the equation-of-state [91], thermal equilibrium [88], and speed-of-sound [92–95]

in the QGP. Experimentally, they are typically quantified using measures such as

the two-particle transverse momentum correlator [90, 96] or the dynamical variance

of the eventwise ⟨𝑝T⟩ distribution [97], which isolate genuine correlations from

purely statistical fluctuations due to finite particle multiplicity. Deviations from sta-

tistical expectations indicate the presence of correlated emission patterns driven by

initial-state density fluctuations or collective hydrodynamic behavior. For example,

a suppression of fluctuations is often associated with strong collective flow and ther-

malization. Measurements by both STAR and ALICE collaborations have revealed

suppressed ⟨𝑝T⟩ fluctuations in most-central collisions [90], as shown in Fig. 1.15

(left panel). Also, the ⟨𝑝T⟩ fluctuations are not expected to show significant energy

dependence at LHC energies, which is found consistent with predictions from viscous

relativistic hydrodynamic model (see right panel of Fig. 1.15) incorporating realistic

initial conditions and transport coefficients. These observations highlight the sig-

nificance of ⟨𝑝T⟩ fluctuations for studying the properties of the strongly interacting

QCD matter created in relativistic heavy-ion collisions.

1.6 Thesis physics motivation

Beyond the established soft probes discussed above, this thesis advances the understanding

of the QGP through three complementary analyses. These analyses focus on observables

that simultaneously probe the medium’s collective dynamics and its underlying micro-
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Figure 1.15: Left: Relative fluctuations of the event-average 𝑝T, shown as the normalized two-
particle correlator for Pb–Pb collisions at √𝑠NN = 2.76 TeV (ALICE, red circles) and
Au–Au collisions at 0.2 TeV (STAR, blue squares), plotted versus charged-particle
multiplicity density d𝑁ch/d𝜂. The dashed line corresponds to the independent particle
production baseline (given by fit with 𝑦 ∝ 𝑥−𝑏). Right: ALICE data are compared
to hydrodynamic model predictions for both 2.76 and 5.02 TeV. Lower panels display
data/fit ratios and model/data comparisons. The figures are adapted from Refs. [78]
and [90].

scopic degrees of freedom. The selected observable are motivated by their potential to

deliver complementary constraints on the transport properties, hydrodynamic response, and

thermodynamic characteristics of strongly interacting QCD matter in the high-temperature

regime accessed at the LHC.

1.6.1 Higher-order fluctuations of mean transverse momentum

Building upon the second-order analyses discussed in Sec. 1.5.2, this thesis extends the

study of event-by-event ⟨𝑝T⟩ fluctuations by measuring higher-order moments, namely

skewness and kurtosis. While variance characterizes the width of the ⟨𝑝T⟩ distribution,

higher-order moments capture its asymmetry and tail behavior, thereby providing sensitivity

to non-Gaussian features arising from dynamical fluctuations. In particular, skewness

probes the degree of asymmetry relative to a symmetric Gaussian shape and is expected



1.6. THESIS PHYSICS MOTIVATION 33

to reflect the skewness of the initial energy-density fluctuations in the early stages of the

collision [98]. These initial fluctuations propagate through hydrodynamic evolution and

imprint on the final-state momentum distributions [87], making skewness a sensitive probe

of the medium’s response to initial conditions.

This thesis presents the first comprehensive experimental measurements of skewness

and kurtosis of event-by-event ⟨𝑝T⟩ fluctuations in heavy-ion collisions at the LHC. The

analysis covers multiple collision systems—including Pb–Pb, Xe–Xe, and pp—enabling

a systematic investigation of fluctuation patterns across varying system sizes and initial-

state conditions. Comparison of these measurements with state-of-the-art hydrodynamic

model calculations allows testing theoretical descriptions of the interplay between initial-

state fluctuations and medium response. By accessing higher-order statistical moments,

this work aims to enrich our understanding of collective phenomena in the QGP, offering

sensitivity to subtle features beyond the reach of conventional variance-based observables.

These results have motivated new avenues to probe the complex, emergent behavior of

strongly interacting matter created in ultra-relativistic heavy-ion collisions [94, 95].

1.6.2 Radial Flow through novel observable 𝑣0(𝑝T)

In addition to anisotropic flow (discussed in Sec. 1.5.2), the QGP exhibits strong isotropic

expansion known as radial flow, driven by substantial pressure gradients acting symmetri-

cally in the transverse plane. This radial expansion shapes the 𝑝T spectra of particles in

a mass-dependent manner and serves as a distinct signal of collective behavior. Although

typically studied through integrated fits of 𝑝T spectra using blast-wave models, the detailed

𝑝T dependence of radial flow and its role in revealing medium properties—similar to the

case of anisotropic flow—remain largely unexplored.

Simultaneous blast-wave fits of 𝑝T spectra yield effective parameters that describe the
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overall collective velocity of evolving medium [99, 100], but lack the capacity to resolve

detailed momentum-dependent structures and event-by-event fluctuations of radial flow.

Consequently, subtle variations and correlations within momentum distributions, induced

by radial flow and its fluctuations, have not been systematically studied. This limitation

motivates the introduction of a novel 𝑝T-differential observable, 𝑣0(𝑝T), constructed by

analogy with 𝑣𝑛 (𝑝T) [101, 102]. Just as 𝑣𝑛 (𝑝T) captures long-range azimuthal correlations

driven by anisotropic flow and its fluctuations, 𝑣0(𝑝T) captures long-range 𝑝T correlations

reflecting radial flow and its fluctuations [101, 102]. The observable also opens avenues for

investigating species-dependent features of radial flow, thereby enriching the hydrodynamic

characterization of the QGP.

This thesis presents the first measurement of 𝑣0(𝑝T) for inclusive charged particles and

identified particle species in Pb–Pb collisions at the LHC. By systematically analyzing

𝑣0(𝑝T) across different centralities and comparing with hydrodynamic model calculations,

the study aims to provide robust constraints on the transport properties of QGP and deepen

understanding of its collective expansion and freeze-out dynamics.

1.6.3 Fluctuations and correlations of conserved charges

The observed sensitivity of higher-order net-proton cumulants to critical dynamics as

discussed in Sec. 1.5.2, naturally motivates extending such studies beyond net-baryon

fluctuations to a more comprehensive examination of all conserved charges: baryon number,

electric charge, and strangeness. These conserved quantum numbers provide fundamental

probes into the thermodynamic properties and phase structure of QCD matter. At the

LHC, where 𝜇B approaches zero, measurements of second-order cumulants of net-particle

numbers—such as net-pion, net-kaon, and net-proton distributions—provide access to not

only fluctuations of individual charge but also cross-correlations like baryon–strangeness,
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charge–strangeness, and charge–baryon.

These cross-correlations correspond directly to the mixed susceptibilities calculated in

LQCD, providing a rigorous theoretical framework to interpret experimental data [103–

107]. Such measurements offer stringent tests of the QGP equation of state and chemical

freeze-out conditions, as the behavior of these susceptibilities encodes critical information

about underlying QCD thermodynamics—particularly near the crossover region between

hadronic and deconfined phases. This comprehensive approach facilitates a deeper un-

derstanding of the interplay between microscopic degrees of freedom and macroscopic

observables, bridging experimental measurements with first-principles QCD calculations.

The investigation of fluctuations and correlations of conserved charges thus forms a central

pillar of this thesis, enriching the overall characterization of the strongly interacting QCD

medium produced in ultrarelativistic heavy-ion collisions.

1.7 Organization of thesis

Taken together, the three analyses discussed above form a coherent program to investigate

the collective dynamics and fluctuation phenomena of QGP at the LHC. They extend the

scope of traditional observables by (i) exploring higher-order moments of ⟨𝑝T⟩ fluctuations,

(ii) introducing a new measure of radial flow, and (iii) quantifying correlations of conserved

charges with direct theoretical relevance to QCD thermodynamics.

The thesis is organized as follows:

• Chapter 1 introduces the theoretical framework of QCD, QGP, and heavy-ion colli-

sions, together with the motivation for the thesis.

• Chapter 2 and 3 describe the ALICE detector and data analysis techniques.
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• Chapters 4–6 present the three main results corresponding to the studies outlined in

Sec. 1.6.

• Chapter 7 provides a summary, emphasizing the implications of the results.
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At the world’s highest-energy particle accelerator, the CERN Large Hadron Collider

(LHC), ALICE (A Large Ion Collider Experiment) is one of four major detectors at the

LHC, dedicated to exploring strongly interacting matter under extreme conditions. The

particle beams are accelerated to ultra-relativistic energies on the order of tera-electronvolts

(TeV) at the LHC, which facilitates collisions not only of protons and heavy nuclei such

as lead but also, in its ongoing Run 3 program, lighter ion species including oxygen and

neon. ALICE was conceived to detect signatures of the quark–gluon plasma in heavy-ion

collision, while complementary measurements in smaller systems, such as proton-proton

(pp) and proton-lead (p−Pb), offer essential baselines for interpretation. The apparatus

combines excellent charged-particle tracking with high-precision particle identification,
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capabilities that are crucial for the analyses presented in this thesis.

This chapter begins with an overview of the experimental setup, starting from a brief

description of the LHC accelerator complex, followed by the layout and main features of

the ALICE detector in its Run 2 (2015–2018) configuration. Subsequently, the key ALICE

subdetectors involved in this analysis are discussed, with each part focusing on the main

features and performance essential for the measurements carried out in this study.

2.1 The Large Hadron Collider

The LHC [1, 2], located approximately 100 meters underground on the border between

France and Switzerland near Geneva, is the world’s most powerful particle accelerator. It

consists of a 27-kilometer circumference circular synchrotron ring in which particle beams

are accelerated to velocities near the speed of light and collided at four main interaction

points. These points are equipped with large-scale detectors including ALICE, ATLAS,

CMS, and LHCb, as shown in Fig. 2.1.

Particles do not start at the LHC ring with full energy (in TeV); instead, they are gradually

accelerated through a sequence of smaller accelerators forming the injector chain [3]. This

chain prepares and boosts the particle beams to injection energies suitable for the LHC.

Moreover, it is important to note that particles in the accelerator are not arranged in a

continuous beam but grouped into packets called "bunches". Each bunch contains billions

of particles confined within a very short segment of the beam path, typically separated

by 25 nanoseconds. This bunching allows collisions to happen in discrete, well-defined

intervals at specific points around the ring, which is crucial for detector timing and data

collection.

For proton beams, the acceleration begins with protons extracted from hydrogen gas,
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Figure 2.1: A schematic overview of the CERN accelerator complex, showing the chain of particle
accelerators and transfer lines. The diagram highlights major facilities such as the LHC,
SPS, PS, Booster, and LEIR, alongside specialized experiments and beamlines for
protons, ions, antiprotons, electrons, muons, and neutrons. Color-coded paths indicate
different particle types and the evolution of the complex from initial acceleration to
high-energy collision points for experiments like ALICE, ATLAS, CMS, and LHCb, as
well as other dedicated facilities with years marking their commencement. The figure
is taken from Ref. [4].

which are initially accelerated to around 50 MeV in a linear accelerator called LINAC2.

The protons then pass through the Proton Synchrotron Booster (PSB), where they reach

energies close to 1.4 GeV. Subsequently, they are transferred to the Proton Synchrotron (PS)

reaching approximately 25 GeV, and from there to the Super Proton Synchrotron (SPS),

a 7-kilometer ring that accelerates the beams to 450 GeV. Finally, the SPS delivers these

high-energy proton bunches into the LHC ring for the last stage of acceleration up to TeV

energies. At each stage, acceleration relies on synchronized radio-frequency electric fields
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that increase the particles’ energy, while magnetic fields guide and focus the beam along

the circular accelerator path. For heavy-ion beams, the acceleration sequence is somewhat

different. Lead atoms are fully ionized and accelerated initially in LINAC3. The ions

then enter the Low Energy Ion Ring (LEIR), followed by the PS and SPS, before injection

into the LHC [3]. Injection into the LHC itself is a carefully synchronized multi-step

process in which tightly packed bunches of particles are transferred from the SPS to the

two counter-rotating beams of the LHC. These beams travel in opposite directions within

separate vacuum chambers and intersect exclusively at the four interaction points where

the detectors are located.

Building on the overview of the injector chain and beam preparation, it is helpful to

understand how these beams lead to observable collisions in the LHC detectors. A key

quantity controlling the collision or event rate is the machine luminosity, 𝐿, which quantifies

the number of collisions, 𝑁ev, per unit cross-sectional area per unit time. This relationship

can be expressed as:

𝐿 =
1
𝜎ev

d𝑁ev

d𝑡
, (2.1)

where 𝜎ev denotes the cross section for the specific event under consideration [1]. Lumi-

nosity depends on critical beam parameters such as the number of particles per bunch, the

number of bunches per beam, the revolution frequency of the beams, and the transverse

beam profile at the interaction point. Maximizing luminosity is essential for obtain-

ing a sufficiently high collision rate to observe rare physical processes. Depending on

physics goals and experimental constraints, ATLAS and CMS aimed for a peak luminos-

ity of 𝐿 = 1034 cm−2s−1 for proton beams, while ALICE required a peak luminosity of

𝐿 = 1027 cm−2s−1 for lead-ion beams. The highest energy achieved for proton beams

and lead-ion beams during LHC Run 2 were 6.5 TeV and 2.51 TeV/nucleon, respectively,

leading to centre-of-mass energies (
√
𝑠) of 13 TeV for pp collisions, and 1.04 PeV for Pb–Pb
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collisions. In addition, ALICE had also recorded pp collisions at
√
𝑠 = 5.02 TeV, p−Pb

collisions at √𝑠NN = 5.02 and 8.16 TeV, and Xe−Xe collisions at √𝑠NN = 5.44 TeV.

The integrated luminosity over the duration of a run can be expressed as

𝐿int = 𝐿𝑜𝜏𝐿

[
1 − exp

(
−𝑇run

𝜏𝐿

)]
, (2.2)

where 𝐿0 is the initial peak luminosity, 𝜏𝐿 is the effective luminosity lifetime, and 𝑇run is

the total length of the luminosity run [1]. The integrated luminosity represents the total

collision data accumulated and serves as a crucial indicator of the data volume collected by

the experiments. The integrated luminosities recorded for pp collisions at
√
𝑠 = 5.02 TeV

and Pb−Pb collisions at √𝑠NN = 5.02 TeV during the 2015 LHC run are shown in Fig. 2.2.

These datasets form the basis for the analyses discussed throughout this thesis.
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Figure 2.2: Total integrated luminosities for different triggers: (left) pp collisions at
√
𝑠 = 5.02 TeV,

(right) Pb−Pb collisions at √𝑠NN = 5.02 TeV, taken in the year 2015. The figures are
taken from Refs. [5, 6].

2.2 ALICE detector

The ALICE detector [7, 8] is designed specifically to study the physics of strongly inter-

acting matter and the quark-gluon plasma created in heavy-ion collisions. It is a complex
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and versatile apparatus, optimized to cope with the extreme particle multiplicities and

high-density environment characteristic of Pb–Pb collisions. With an overall dimension of

16 × 16 × 26 m3 and a weight of approximately 104 tonne, it features high detector gran-

ularity, a low transverse momentum threshold of 𝑝T ≈ 0.15 GeV/𝑐, and excellent particle

identification capabilities up to 20 GeV/𝑐.

The ALICE detector subsystems, as illustrated in Fig. 2.3, are grouped into three main

categories: central-barrel detectors, forward detectors, and the MUON spectrometer [7,

8]. The central barrel detectors, housed within a 0.5 T solenoidal magnetic field, are

partitioned into 18 equal segments azimuthally and cover a pseudorapidity range of ap-

proximately |𝜂 | < 0.9. It includes the primary tracking and particle identification detectors

such as the Inner Tracking System (ITS), Time Projection Chamber (TPC), Transition

Radiation Detector (TRD), and Time-of-Flight (TOF) system, all of which provide full

azimuthal coverage [7, 8]. The TRD primarily identifies electrons by detecting transition

radiation photons produced when high-energy electrons traverse materials with varying

refractive indices. The other detectors lying within the central barrel are High Momen-

tum Particle Identification Detector (HMPID), Electromagnetic Calorimeter (EMCal), and

Photon Spectrometer (PHOS). While PHOS is mainly optimized for precise photon and

neutral meson measurements within a limited solid angle, EMCal extends electromagnetic

calorimetry coverage in the central barrel, facilitating energy measurements of photons,

electrons, and jets with fast triggering capabilities.

The forward detectors extend ALICE’s coverage to small angles relative to the beam

axis and include the Forward Multiplicity Detector (FMD), Photon Multiplicity Detector

(PMD), V0 detector, T0 detector, and Zero Degree Calorimeter (ZDC). The PMD uses a

preshower technique coupled with gas counters to detect photons, while the FMD employs

silicon sensors for charged particle counting near |𝜂 | ≈ 3 [8]. The Cherenkov-based
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Figure 2.3: Schematic illustration of the ALICE detector highlighting its subsystems with num-
bered labels. The figure is taken from Ref. [9].

T0 detector provides precise timing and longitudinal interaction vertex measurements,

essential for event characterization. Complementing these, the V0 detector covers charged

particle detection in the asymmetric pseudorapidity regions (−3.7 < 𝜂 < −1.7 and 2.8 <

𝜂 < 5.1), playing a crucial role in event triggering, as well as centrality and event plane

determinations. The ZDC, positioned symmetrically around the collision point, also detects

spectator nucleons and provides an independent handle on collision centrality.

The ALICE MUON spectrometer consist of five tracking stations, each comprising two

cathode pad chambers arranged to provide high-precision spatial measurements of muons.

These chambers are installed behind a substantial hadron absorber, which effectively filters

out hadrons, allowing predominantly muons to reach the detectors. Located within a 3

Tm dipole magnetic field and covering the range −4.0 < 𝜂 < 2.5, the chambers can also

track high-𝑝T muons, mostly coming from beauty and charm decay. To enhance the trigger

capabilities, two additional stations equipped with Resistive Plate Chambers (RPCs) are
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positioned behind a secondary absorber, that enable triggering on single muons and muon

pairs [8].

For spatial reference, ALICE employs a right-handed Cartesian coordinate system with

its origin at the LHC interaction point (IP2). The 𝑧-axis is aligned along the average

beam direction at the interaction point, pointing in the direction of Beam 2, which travels

anticlockwise in the LHC. The 𝑥-axis is horizontal and points approximately towards the

center of the LHC ring, while the 𝑦-axis points vertically upwards, perpendicular to both

the 𝑥 and 𝑧 axes.

Detailed descriptions of the primary sub-detectors employed in the analyses presented

in this thesis are provided in the following sections.

2.2.1 Inner Tracking System

The ITS is the innermost component of the ALICE detector, located around the beam

pipe in the central barrel [7, 10]. As illustrated in Fig. 2.4, it consists of six concentric

layers made from three complementary silicon detector technologies. The two innermost

layers are equipped with high-resolution Silicon Pixel Detectors (SPD), followed by two

layers of Silicon Drift Detectors (SDD) designed for precise charge collection and position

measurements. The outermost two layers incorporate Silicon Strip Detectors (SSD) which

aid in extending the tracking volume and improving overall track reconstruction efficiency.

The ITS plays a crucial role in determining primary and secondary vertices with high

spatial resolution (100 𝜇𝑚), enabling the reconstruction of short-lived particles such as

charm and strange hadrons. It also improves the momentum and angular resolution of

tracks measured by the TPC and provides tracking and particle identification capabilities

especially at low transverse momenta. The combined tracking performed by the ITS and

TPC achieves a high precision in the plane perpendicular to the beamline, with the position
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Figure 2.4: Schematic representation of the ITS layer arrangement as implemented in the ALICE
simulation and reconstruction software. The figure is taken from Ref. [10].

resolution for charged-pion tracks estimated as approximately [10 + 53/(𝑝T
√

sin𝜃)] 𝜇𝑚,

where 𝑝T is the transverse momentum in GeV/𝑐 and 𝜃 is the polar angle relative to the

beam direction [10]. Furthermore, the ITS achieves a momentum resolution better than

2% for pions with 𝑝T between 0.1 GeV/𝑐 and 3 GeV/𝑐, optimized to handle dense track

environments with up to 8000 tracks per unit rapidity at mid-rapidity, enabling it to track

more than 15,000 particles simultaneously [7].

2.2.2 Time Projection Chamber

The TPC detector, positioned around the ITS, serve as primary tracking detector of ALICE.

It is designed as a large hollow cylinder that is oriented along the LHC beam axis and parallel

to the detector’s solenoidal magnetic field. A schematic representation of this geometry

and its key components is shown in Fig. 1 [11]. Its sensitive region extends between an

inner radius of about 85 cm and an outer radius of roughly 250 cm, with a longitudinal

length of 5 m [11]. At the central plane of the detector, a high-voltage electrode held

at 100 kV works in combination with a resistor chain along the cylindrical boundaries to
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Figure 2.5: Schematic representation of the ALICE TPC, showing its key components: the central
high-voltage electrode, inner and outer field cages, endplates, readout wire chambers,
and the CO2 insulation gap. The coordinate axes (x, y, z) illustrate the detector’s
orientation relative to the beam direction.The figure is taken from Ref. [11].

generate a uniform electric field of around 400 V/cm directed along the axis [11]. The

chamber is filled with a gas mixture of neon, carbon dioxide, and nitrogen (Ne − CO2 − N2)

at atmospheric pressure, optimized to provide low diffusion for drifting electrons and stable

operation at high rates [11]. When charged particles pass through the medium, they ionize

the gas molecules, releasing electrons along their paths. These electrons drift under the

influence of the uniform axial electric field toward the readout endplates located at both

ends of the detector. The drift velocity is precisely tuned by the choice of gas mixture,

ensuring stable and predictable electron transport over distances of more than two meters.

At the endplates, the signals are collected in multi-wire proportional chambers (MWPCs)

equipped with pad readout. Gas amplification occurs within these chambers, and the

induced charges are measured. By recording both the transverse position of the arriving

signals in the detector plane and their drift time, referenced to the collision time at the
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LHC, the complete three-dimensional trajectories of charged particles can be reconstructed

with high accuracy. When these tracks are reconstructed in the presence of the solenoidal

magnetic field, the curvature of the trajectories provides a direct measurement of the

charged-particle momentum. Because of its high granularity, with 557,568 individual

readout channels, the ALICE TPC can finely resolve the spatial and temporal details of

particle trajectories even in events with thousands of overlapping tracks [11].

The momentum resolution of the ALICE TPC has been measured using cosmic-ray

tracks that cross the detector center, imitating particles from the interaction point. The

result, shown in left panel of Fig. 2.6, indicates a resolution better than 6% at 𝑝T = 10 GeV/𝑐.

In addition, the ionization charge measured along the track provides specific energy loss

information (d𝐸/d𝑥), which is a key input for particle identification over a broad momentum

Figure 2.6: Left: Specific energy loss resolution, 𝜎d𝐸/d𝑥 of the ALICE TPC as a function of the
number of TPC clusters associated with a single track. Right: Relative transverse mo-
mentum resolution of the ALICE TPC as a function of particle transverse momentum.
The figures are taken from Ref. [11].

range. The energy resolution, quantified as the relative width of the measured specific

energy loss distribution for a single track, depends on the number of TPC clusters (track

points) associated with that track. As illustrated in right panel of Fig. 2.6, the d𝐸/d𝑥

resolution improves with an increasing number of clusters and reaches values below 5%
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for tracks with more than 150 clusters. This high energy resolution allows for reliable

separation of different particle species, enhancing the TPC’s role in particle identification.

2.2.3 Time-Of-Flight

The TOF detector in ALICE is composed of 1593 glass multi-gap resistive plate chambers

(MRPCs). Each MRPC covers a sensitive region of 7.4 × 120 cm2, and is subdivided into

96 readout pads, each of size 2.5 × 3.5cm2, leading to a total of 152,928 readout channels.

Arranged with cylindrical symmetry, the TOF is positioned around the TRD—which itself

encloses the TPC—at an average radial distance of about 3.8 m from the beam axis. In total,

the detector spans an active surface of roughly 141 m2 [12]. The MRPCs are grouped into

five modules within each of the 18 azimuthal sectors of the ALICE spaceframe, forming

what is referred to as a "TOF supermodule", as illustrated in Fig. 2.7.

Figure 2.7: Schematic representation of the ALICE TOF detector mechanical structure. The left
panel illustrates the arrangement of TOF supermodules (highlighted in color) mounted
on the cylindrical spaceframe that provides mechanical support, with the “babyframe”
and “backframe” also indicated. The right panel shows a detailed representation of
a single 9.3 m long supermodule, which houses five MRPC modules and custom
electronics crates for readout. The figure is taken from Ref. [12].
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Particle identification using the TOF detector relies on measuring the time it takes for

a particle to travel from the collision point to the detector and comparing this measured

time with the expected time for that particle assuming a specific mass. The measured

time-of-flight is calculated by subtracting the event collision time (𝑡ev) from the arrival

time recorded by the TOF system (𝑡TOF). The expected propagation time is calculated for

each particle species, assuming a given mass, over the known path length from the collision

vertex to the TOF system. The timing performance of the TOF system is characterized

by its intrinsic resolution, 𝜎TOF, typically around 80 ps (picoseconds), which determines

the accuracy of the recorded arrival time. The overall time-of-flight resolution for each

particle, 𝜎tot, combines this intrinsic resolution with the resolution of event collision time

(𝜎𝑡ev) according to 𝜎tot =

√︃
𝜎2

TOF + 𝜎2
𝑡ev

. Although a dedicated T0 detector is deployed

for measuring 𝑡ev in each event, the TOF system also provides an efficient determination

of the event time in high-multiplicity events, as shown in Fig. 2.8a. Both the efficiency

(a) Efficiency (left axis) and time resolution (right
axis) of the event collision time measurement
shown as a function of reconstructed track multi-
plicity. The former is represented by black points
while the latter is denoted by red curve.

(b) Time-of-flight separation power, expressed in
units of total time resolution, for charged hadrons
as a function of transverse momentum. The lower
and upper curves show the separation between
kaons and pions and between protons and kaons,
respectively.

Figure 2.8: Performance of the ALICE TOF detector. The figures are taken from Ref. [13].

of determining the 𝑡ev (left axis) and the corresponding time resolution using the TOF
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system, (𝜎𝑡ev − TOF) are shown as functions of the reconstructed track multiplicity. It

can be seen that for events with higher track multiplicity, the efficiency of 𝑡ev estimation

by TOF approaches unity and the resolution improves substantially, reaching values below

30 ps for more than 10 tracks. Furthermore, Fig. 2.8b demonstrates the TOF detector’s

capability to distinguish charged particles based on their time-of-flight differences. The

system effectively identifies particles in the intermediate momentum range, achieving clear

separation between pions, kaons, and protons up to approximately 𝑝T ≈ 5 GeV/𝑐. The

horizontal dashed lines indicate the 2𝜎 and 3𝜎 identification thresholds commonly used in

particle identification analysis.

2.2.4 V0

The V0 detector system, comprises two arrays, V0A and V0C, positioned asymmetrically

around the interaction point at about 340 cm and 90 cm, respectively. These arrays are

structured from individual scintillator modules known as counters. In total, there are 32

such counters in each array, arranged in four concentric rings placed around the beam

direction. Each ring spans a pseudorapidity range of about half a unit and is segmented

azimuthally into eight sectors, with each sector covering 45◦ as illustrated in Fig. 2.9. The

counters themselves are built from plastic scintillator plates into which wavelength-shifting

fibres are embedded. When charged particles traverse the scintillator, light is produced and

absorbed by the fibres, which convert it to a longer wavelength before guiding it through

transparent fibres to photomultiplier tubes, where the signals are read out. Each counter

delivers a time resolution better than 1 ns (nanosecond) [15].

The V0 detector arrays measure the amplitude of the signals generated when charged

particles pass through the scintillators. This amplitude, which depends on the number and

energy deposition of the particles, are used to estimate the charged particle multiplicity in
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Figure 2.9: The schematic layout illustrates the segmentation scheme of the V0 detector arrays in
ALICE. The figure is taken from Ref. [14].

the forward and backward pseudorapidity region (close to the beam direction). The mea-

sured amplitude distributions enable the determination of collision centrality and facilitate

triggering on minimum-bias (MB) or more central collision events. Accurate centrality

determination is essential for classifying collision events and interpreting physics results.

The centrality determination procedure using V0 amplitude distributions, combined with

Glauber model fitting and centrality class definitions, is detailed in Sec. 3.5. Additionally,

the V0 system helps reject beam-induced background events, enhancing data quality. It is

used for luminosity monitoring and reference in beam scans (Van Der Meer scans [16]) to

calibrate the instantaneous luminosity delivered to the experiment [14]. Among all ALICE

sub-detectors, the V0 provides the most precise centrality resolution, as highlighted in

Fig. 2.10, achieving resolutions around 0.5% for the most central collisions and approxi-

mately 2% for peripheral ones. This superior performance surpasses that of other systems

such as the TPC, SPD, and ZDC, making V0 the preferred centrality estimator in ALICE.

Accordingly, the analysis presented in this thesis uses the V0 as the default centrality

estimator.

In summary, the analyses presented in this thesis leverage the complementary capabilities
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Figure 2.10: Centrality resolution as a function of centrality percentile for Pb−Pb collisions at√
𝑠NN = 2.76 TeV, comparing performance across different ALICE detectors: ZDC

vs ZEM, TPC, SPD, and VZERO. The figure is taken from Ref. [14].

of the ITS, TPC, TOF, and V0 detectors, which are discussed in detail above. The ITS

and TPC are used for vertex determination and track reconstruction. Particle identification

is performed by using either only TPC d𝐸/d𝑥 or combining it with TOF timing informa-

tion, across the 𝑝T range relevant to the measurements. TPC alone is used for particle

identification at low 𝑝T, while both TPC and TOF is used at intermediate 𝑝T to achieve

better separation between particle species where the TPC signals begin to overlap. The

V0 detector is used for triggering and centrality (for heavy-ion collisions) or multiplicity

percentile (for pp collisions) estimation.

2.2.5 Trigger and data acquisition

The trigger system in ALICE is controlled by the Central Trigger Processor (CTP) [7], that

is designed to efficiently select physics events of interest from the large number of particle

collisions produced by the LHC. It dynamically scales the event selection rates to match the

physics goals and the data acquisition system (DAQ) bandwidth limits. The CTP handles

diverse running conditions, from heavy-ion collisions with high multiplicity and low rates
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to proton-proton collisions with much higher interaction rates. To accommodate the fast

detector response requirements, the trigger system operates on three hierarchical levels:

Level 0 (L0) delivers a prompt decision within about 1.2 𝜇s; Level 1 (L1) refines the trigger

classification using additional inputs by 6.5 𝜇s; and Level 2 (L2) applies event pile-up

protection and final verification before allowing data readout. The CTP interfaces with

detectors via Local Trigger Units (LTUs), which distribute the trigger signals [7]. These

LTUs also enable standalone trigger emulation for testing and commissioning purposes.

This complex system ensures optimal use of detector resources while maintaining flexibility

to operate across varying experimental conditions. For the analyses presented in this

thesis, events were selected using the MB trigger. The MB trigger selects inclusive

inelastic collisions by requiring signals in both V0A and V0C detector, thereby ensuring

an unbiased event sample suitable for general physics analyses. During data acquisition,

the selected triggered events are read out from all detectors and passed through the DAQ

system, which collects, assembles, and transports data fragments to storage. The DAQ

system efficiently handles the high-rate data streams from the detectors by managing

event buffering, data flow control, and error handling to ensure reliable and continuous

data collection. Subsequently, the High-Level Trigger (HLT) processes the data using

real-time reconstruction and calibration algorithms, reducing data volume and improving

quality before permanent storage for offline analysis [17]. An in-depth discussion of the

architecture and functionalities of CTP and DAQ can be found in Ref. [17].

2.3 ALICE offline analysis

The ALICE offline analysis framework [7] is a comprehensive software system designed

for the detector-response simulation, reconstruction, calibration, and physics analysis of
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data collected by the ALICE experiment. The framework primarily consists of two main

software packages: AliRoot [18] and AliPhysics [19]. AliRoot is the core simulation and

reconstruction framework developed within the ROOT data analysis environment and writ-

ten in C++. It handles the entire chain from event generation, detector simulation (initially

based on GEANT3 and later integrating GEANT4), to digitization and reconstruction of

raw detector data into physics objects such as tracks and clusters. Built on top of AliRoot,

AliPhysics focuses on physics analysis by providing a suite of algorithms and tools for par-

ticle identification, event and track selection, extraction of physics observables, and final

data analysis tasks required to produce physics results. Both frameworks are tightly inte-

grated with distributed computing resources via the Worldwide LHC Computing Grid [20],

enabling efficient processing of the large data volumes generated by the experiment.

2.3.1 Monte Carlo data generation

Monte Carlo (MC) simulations play a crucial role in ALICE analyses by enabling efficiency

corrections, detector response studies, and background estimations. For the analyses pre-

sented in this thesis, event samples were generated using standard ALICE event generators,

including HĲING [21] for heavy-ion collisions and PYTHIA8 [22] for pp collisions. The

generated events were processed through the AliRoot framework with detailed detector

simulation implemented via GEANT3, which models particle interactions within the AL-

ICE detector geometry. The MC samples produced were used in conjunction with real

data to calibrate detector performance and validate analysis procedures. The MC samples

produced were used in conjunction with real data to calibrate detector performance and

validate analysis procedures. For example, MC closure tests and efficiency estimation

performed using MC data are detailed in the subsequent chapters (see Sec. 6.3 in Chapter

4, Sec. 5.4.3 in Chapter 5, and Secs. 6.3.3–6.3.4 in Chapter 6).
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This chapter outlines the experimental data and the analysis methodology that form

the common foundation of all measurements presented in the subsequent chapters of this

thesis, helping to avoid repetition later. The analyses of higher-order mean transverse

momentum fluctuations (Chapter 4), radial flow using the observable 𝑣0(𝑝T) (Chapter

5) and correlations among conserved charges using net-particle numbers (Chapter 6) are

67
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carried out using the same dataset recorded with the ALICE detector at the LHC. The

procedures for event and track selection, centrality determination, and particle identification

are described here in detail, along with the general approaches for estimating statistical and

systematic uncertainties. Analysis-specific corrections and uncertainty evaluations, which

depend on the observable under consideration, are discussed separately in their respective

chapters.

3.1 Datasets

In this thesis, data from three types of collisions recorded by the ALICE detector during

the Run2 of the LHC are analyzed. The heavy-ion collision datasets examined consist

of lead−lead (Pb−Pb) collisions and xenon−xenon (Xe−Xe) collisions, with centre-of-

mass energies per nucleon pair (√𝑠NN) of 5.02 TeV and 5.44 TeV, respectively. Chapter

4 also includes data from proton−proton (pp) collisions at a centre-of-mass energy (
√
𝑠)

of 5.02 TeV. The Pb−Pb and pp datasets were acquired in 2015, while the Xe−Xe dataset

was collected in 2017. All three datasets are utilized in the analysis described in Chapter

4, whereas Chapters 5 and 6 focus exclusively on the Pb−Pb dataset. After applying

the standard event (collision) selection criteria (discussed in the next section 3.2), the

approximate number of events used for the analyses presented in this thesis from the three

datasets are: 80 million for Pb−Pb, 1.2 million for Xe−Xe, and 95 million for pp.

3.2 Event selection

A rigorous event selection is essential to ensure that the analyzed dataset corresponds to

genuine collision events while effectively suppressing background and poorly reconstructed

events. The selection procedure consists of multiple stages aimed at maximizing data



3.3. TRACK SELECTION 69

quality and physics relevance. The initial criterion requires fulfilling the minimum-bias

(MB) trigger condition, which ensures that the recorded events correspond to hadronic

interactions. For an event to satisfy the MB trigger condition, it is necessary that at least

one signal is detected in each of the V0A and V0C scintillator arrays [1, 2], which are

situated on opposite sides of the collision vertex, aligned with the direction of the beam.

Following trigger selection, events must contain a well-reconstructed primary vertex. To

guarantee uniform detector acceptance and reliable track reconstruction, events are selected

only if their primary vertex lies within 10 cm on either side of the nominal interaction point

along the beam trajectory. Events outside this fiducial volume are excluded from further

analysis. Furthermore, a reconstructed vertex is accepted as real only if it has one or more

associated tracks, ensuring the collision is genuine.

An additional quality assurance step applied for the Pb−Pb collisions data involves

the rejection of pile-up events, where multiple collisions occur within a single bunch

crossing, leading to the reconstruction of several primary vertices. Such events can distort

multiplicity measurements and bias correlation observables, making their removal essential

for obtaining reliable physics results. They are identified and removed using algorithms

based on correlations of recorded signals between two detectors. This selection criterion

typically excludes approximately 14% of the triggered events, enhancing the purity of the

analyzed dataset. Collectively, these requirements select good-quality events suitable for

analysis while reducing background contamination.

3.3 Track selection

In all analyses presented in this thesis, the selection of tracks follows the standard pre-

scriptions of the ALICE Collaboration, optimized to suppress background contributions
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while retaining tracks relevant for physics measurements. Only those charged-particles are

considered, whose tracks are reconstructed in the central barrel of ALICE within the pseu-

dorapidity window, |𝜂 | < 0.8. In this 𝜂 window, the detector exhibits uniform azimuthal

acceptance, ensuring consistent sensitivity to particle trajectories across all angular orien-

tations. The lower bound on transverse-momentum is set at 𝑝T > 0.2 GeV/𝑐 to ensure

reliable track reconstruction, while the upper bound depends on the specific analysis and

are stated in the corresponding chapters. Each track must register at least 70 out of a total

possible 159 space points in the Time Projection Chamber (TPC) [1, 3], as well as a mini-

mum of one hit in the two innermost layers of the Inner Tracking System (ITS) [1]. These

conditions provide adequate leverage for track fitting and ensure a precise determination of

the distance of closest approach (DCA) to the primary vertex. Limits on both the transverse

and longitudinal DCA components (which are DCA𝑥𝑦 and DCA𝑧 respectively) are applied

to reduce interference from particles originating from secondary decays or material effects.

Finally, the quality of the track reconstruction fit is ensured by imposing an upper limit on

the reduced chi-squared value (𝜒2) per degree of freedom, set to 4 (tighter criteria of 2.5 for

Pb−Pb collisions) in the TPC, and 36 in the ITS. Overall, these requirements are intended

to retain well-reconstructed tracks suitable for the analyses in this work.

3.4 Particle identification

Particle identification (PID) in ALICE is achieved primarily using the TPC and the Time-

Of-Flight (TOF) [4] detector. The TPC determines how much energy charged particles

lose while traversing within its gas-filled region. These specific energy loss (d𝐸/d𝑥)

measurements are then compared against theoretical predictions from a parameterized

Bethe-Bloch function [5]. On the other hand, the TOF measures the time that particles
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take to travel from the collision point to the detector surface, allowing the velocity 𝛽 to be

calculated and combined with momentum to test mass hypotheses. At low momenta, the

TPC alone provides sufficient separation, while at higher momenta, the TOF complements

the TPC to extend PID capabilities, as shown in Fig. 3.1.

Figure 3.1: Particle identification performance in ALICE for Pb−Pb collisions at √𝑠NN = 5.02 TeV.
(Left) TPC specific energy loss (d𝐸/d𝑥) versus momentum over charge (𝑝/𝑧), showing
clear separation of particle species (𝜋, K, p, d, t, 3He). (Right) TOF measured velocity
(𝛽) versus momentum, with visible bands for electrons, pions, kaons, protons, and
deuterons. These distributions demonstrate the capability of the ALICE detectors to
discriminate between different charged hadrons over a broad momentum range. The
figures are taken from Refs. [6, 7].

For the analysis presented in Chapter 6, the identification of pions (𝜋+, 𝜋−), kaons

(K+,K−), and protons (p, p̄) is carried out by applying selection criteria based on responses

from both the TPC and TOF detectors. The TPC response is quantified by the variable

𝑛𝜎TPC
𝑖

, that represents the normalized difference between the measured value of d𝐸/d𝑥

and its predicted value assuming the particle’s identity is species 𝑖. In the TPC, tracks

with 𝑝T less than 0.5 GeV/𝑐 are designated as pions if they satisfy |𝑛𝜎TPC
pion | < 2. Similarly,

tracks are identified as kaons (or protons) if they satisfy |𝑛𝜎TPC
kaon | < 2 (or |𝑛𝜎TPC

proton | < 2) for

𝑝T < 0.5 GeV/𝑐 (or 𝑝T < 0.6 GeV/𝑐). For particles with higher 𝑝T (𝑝T > 0.5 GeV/𝑐 for 𝜋±

and 𝐾±, and 𝑝T > 0.6 GeV/𝑐 for 𝑝(𝑝)), identification leverages information from both the
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TPC and TOF detectors. In this 𝑝T range, tracks are classified as 𝑖 if the combined selection

criterion |𝑛𝜎TPC+TOF
𝑖

| < 2 is met, where 𝑛𝜎TPC+TOF
𝑖

defined as
√︃
(𝑛𝜎TPC

𝑖
)2 + (𝑛𝜎TOF

𝑖
)2.

The 𝑛𝜎TOF
𝑖

term represents the normalized difference between the measured and expected

flight time of a particle species 𝑖, similar to that of TPC. These selection criteria together

ensure that the 𝑝T-integrated purity of the selected samples of pions, kaons, and protons

remains above 98% within the 𝑝T acceptance range used in the analysis (upper limit is less

than 2.0 GeV/𝑐).

In Chapter 5, the analysis requires extending the PID to higher 𝑝T values, up to about

𝑝T ∼ 6 GeV/𝑐. At this momenta, the separation power of both detectors diminishes because

the d𝐸/d𝑥 and TOF responses for different species converge, resulting in overlapping

signals that limit the effectiveness of straightforward cut-based selections. To address

this, a Bayesian approach [8] is employed. This method combines responses from both

detectors with species-dependent priors to calculate the probability that a track belongs to

a given particle type, reflecting the expected relative abundance of each particle type in the

given 𝑝T interval [9]. By interpreting the detector response probabilistically, the Bayesian

method improves discrimination in regions of response overlap and reduces the risk of

misidentification. Tracks are retained if their Bayesian probability exceeds a minimum

threshold (0.95 for pions, 0.9 for kaons and protons), and if they satisfy |𝑛𝜎TPC
𝑖

| < 3

and |𝑛𝜎TOF
𝑖

| < 3. This approach ensures high purity of selected samples and has been

previously applied in ALICE measurements of anisotropic flow of pions, kaons, and protons

upto high 𝑝T [10]. The 𝑝T-differential purity thus achieved is higher than 98% (97%) for

pions (protons) in the range 0.2 < 𝑝T < 6.0 GeV/𝑐 (0.4 < 𝑝T < 6.0 GeV/𝑐), while for

kaons, the purity remains higher than 95% in 0.2 < 𝑝T < 4.0 GeV/𝑐, and is nearly 90% in

4.0 < 𝑝T < 6.0 GeV/𝑐.

In summary, both PID methods aim to maintain reasonably high identification purity
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for pions, kaons, and protons across the momentum range used in the respective analyses.

3.5 Centrality determination

Figure 3.2: Diagram illustrating the geometry of a relativistic heavy-ion collision with nonzero
impact parameter. Lorentz contraction flattens the nuclei along their direction of
motion (as indicated by arrows), making them appear disk-like. Nucleons within the
overlapping region are classified as participants; those outside (beyond dashed lines)
are spectators. The impact parameter quantifies the distance between the centers of the
colliding nuclei in the transverse plane.

In heavy-ion collisions, centrality of a given event serves as an indicator of how much

the two nuclei overlap, thereby reflecting the size of the interaction region. It is closely

related to the impact parameter 𝑏, which defines the separation between the centers of the

colliding nuclei along the transverse axis. Although the impact parameter 𝑏 cannot be

measured directly, centrality is inferred from observables sensitive to collision geometry,

notably charged-particle multiplicity or energy deposited in forward detectors. Figure 3.2

schematically represents the collision geometry: for head-on collisions (𝑏 = 0), nuclei fully

overlap and all nucleons participate; for non-zero 𝑏, only nucleons in the overlap region

take part (participants), while those outside remain spectators.
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The ALICE experiment employs several detectors for centrality determination, with the

V0 scintillator arrays (V0A and V0C) serving as the primary ones. These detectors measure

the total signal amplitude for each collision, which correlates with the number of charged

particles produced. To connect the measured V0 amplitude distribution with collision

geometry, we use a Monte Carlo Glauber model, which simulates nucleon positions inside

nuclei and estimates the number of participating nucleons for each collision event. This is

combined with a negative binomial distribution (NBD) particle production model, allowing

a fit to the experimental V0 amplitude spectrum [11]. Centrality intervals are then defined

as percentile bins in this distribution: e.g., the 0–5% interval corresponds to the most central

events (highest multiplicities), while the 70–80% interval characterizes more peripheral

collisions. Figure 3.3 shows the V0 amplitude distribution for MB triggered Pb−Pb

collisions at √𝑠NN = 5.02 TeV, with a vertex selection within ±10 cm, overlaid with the

combined fit with Glauber and NBD (referred as NBD-Glauber). The resulting NBD-

Glauber fit reproduces the measured distribution within a few percent across the full

multiplicity range, adding quantitative confidence to the centrality determination procedure.

Once the centrality intervals are defined, average geometrical quantities such as the number

of participant nucleons (𝑁part) and binary nucleon-nucleon collisions (𝑁coll) are assigned.

This establishes a direct link between the defined centralities and the initial collision

geometry, enabling meaningful interpretation of collision dynamics within each centrality

bin. Overall, this centrality determination procedure provides a practical mapping between

measured multiplicity and the underlying collision geometry.
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Figure 3.3: The V0 scintillators’ amplitude distribution for Pb−Pb collisions at √𝑠NN = 5.02 TeV.
The line represents the NBD-Glauber fit to the data, while the inset provides a closer
view of the most peripheral collisions. In the bottom panel, the ratio of experimental
data to fit is shown. The figure is taken from Ref. [12].

3.6 Statistical uncertainty estimation

The statistical uncertainties for the measurements presented in this thesis are estimated using

the bootstrap resampling method [13], an established and versatile statistical technique to

quantify uncertainties even in scenarios where analytic error propagation is challenging.

Bootstrap involves generating multiple new datasets, known as bootstrap samples, by

randomly sampling with replacement from the original dataset. Starting with the original

dataset containing 𝑛tot events, B number of bootstrap samples are created, each having the

same size 𝑛tot. Since the sampling is done with replacement, individual events can appear

multiple times in a given bootstrap sample or not at all. An illustration of this sampling

method is provided in Fig. 3.4.

For each bootstrap sample, the observable of interest, denoted X, is recalculated,

resulting in a distribution of B bootstrap estimates. The statistical uncertainty on X (𝜎X) is

then obtained from the variance of this bootstrap distribution, as given in Eq. 3.1, thereby
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Figure 3.4: Illustration of bootstrap sampling: multiple new datasets (bootstrap samples) are gener-
ated by randomly sampling with replacement from the original dataset. Each bootstrap
sample may contain repeated or omitted data points, enabling robust statistical infer-
ence about the original population. The figure is taken from Ref. [14].

providing a data-driven estimate of uncertainty that does not require strong parametric

assumptions.

𝜎X =
√︁

Var(X) =

√√√√√ B
B − 1


1
B

B∑︁
𝑏=1

X2
𝑏
−

(
1
B

B∑︁
𝑏=1

X𝑏

)2 (3.1)

Each analysis has employed B = 100 bootstrap samples, a choice that balances computa-

tional demands with estimator stability. Numerical studies have shown that the variance

estimates obtained using B = 100 samples are robust: increasing the number of bootstrap

samples further changes the estimated variance by less than 2%. This demonstrates that

the chosen sample size is sufficient to ensure stable uncertainty estimation. The bootstrap

method thus serves as a reliable approach for estimating statistical uncertainties in the

analyses presented later in the thesis.

3.7 Systematic uncertainty estimation

Systematic uncertainties form an essential part of the total uncertainty in experimental mea-

surements, originating from potential biases, limitations, or imperfections in the detector,

data acquisition, and analysis procedures. Unlike statistical uncertainties, which arise from
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random fluctuations and decrease with larger datasets, systematic effects do not diminish

with increasing statistics and can introduce consistent shifts in the measured observables.

In this thesis, the systematic uncertainties associated with the measured quantities are

estimated by varying (either tightening or loosening about their default value) event selec-

tion, track selection, and PID selection criteria. For event selection, these uncertainties

primarily stem from variations in the allowed range of primary vertex position along the

beam axis, and from modifications to the pileup rejection criteria when applicable. Ad-

ditionally, uncertainties arising from fluctuations and finite precision in centrality class

determination are also considered. Track selection uncertainties encompass changes to the

DCA cut values, both DCA𝑥𝑦 and DCA𝑧, variations in the number of reconstructed space

points in the TPC, and modification to the nominal 𝜒2 values that determine the quality

of the track fit. In analyses where efficiency corrections are not applied, the minimal dif-

ferences observed in the comparison between observable calculated with generated (truth)

and reconstructed (with detector effects) in Monte Carlo studies are incorporated directly

into the systematic uncertainties. Conversely, for analyses involving efficiency corrections,

each systematic variation is propagated by recalculating the efficiency and correcting the

observable accordingly before estimating the systematic uncertainty. This procedure en-

sures consistent treatment of efficiency effects across all variations, maintaining a rigorous

evaluation of systematic uncertainties.

The systematic uncertainty for any given source influencing an observable (𝑦) is eval-

uated using Eq. 3.2,

(Δ𝑦)source =

√√√
1
𝑁

𝑁∑︁
𝑖=1

(𝑦default − 𝑦𝑖)2 (3.2)

where 𝑁 denotes the total number of applied variations for that source, 𝑦default is the value

of the observable obtained with the default selection criteria, and 𝑦𝑖 is the value obtained
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under the 𝑖th variation. The systematic uncertainties originating from separate sources

are considered independent, and thus, the overall systematic uncertainty is calculated by

combining them in quadrature:

(Δ𝑦)total =

√√√ 𝑛∑︁
𝑗=1

(Δ𝑦)2
𝑗

(3.3)

where 𝑗 indexes the different sources of uncertainty.

We also acknowledge that some sources—for example, track DCA and TPC space

point variations—may exhibit correlations. While these correlations are not explicitly

accounted for in the current evaluation, the assumption of independence is a common

approximation that simplifies the uncertainty estimation. Potential correlations might

cause the total systematic uncertainty to be slightly under- or over-estimated; however, their

effect is expected to be smaller than the quoted systematic uncertainties. This approach is

widely adopted in experimental high-energy physics and provides a robust framework for

uncertainty quantification. Detailed discussions of the systematic uncertainty contributions,

specific to each analysis, are provided in the respective chapters (see Table. 4.1 or Sec. 5.4.4

and 6.3.5 in Chapter 4, 5, and 6, respectively).

In summary, this procedure provides a consistent framework to estimate and combine

the main sources of systematic uncertainty affecting the measurements discussed in this

thesis.
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Chapter 4
Higher-order fluctuations of mean

transverse momentum
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Mean transverse momentum fluctuations quantify the event-by-event variation of aver-

age transverse momentum (⟨𝑝T⟩) in heavy-ion collisions, and are sensitive to the initial-state

geometry, energy density, and collective expansion dynamics of the system. The higher-

order fluctuations, characterized by cumulants of increasing order, such as the skewness, and

kurtosis, help isolate non-Gaussian features and probe correlations beyond simple statistical

expectations. In this chapter, we present the first measurement of skewness and kurtosis of

81
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⟨𝑝T⟩ fluctuations across different collision systems: Pb−Pb collisions at √𝑠NN = 5.02 TeV,

Xe−Xe collisions at √𝑠NN = 5.44 TeV, and pp collisions at
√
𝑠 = 5.02 TeV. The chapter

begins with the motivation and theoretical framework, followed by the description of the

analysis methodology. Results are then presented and discussed in relation to relevant

theoretical expectations.

4.1 Introduction

Understanding the intricate dynamics of relativistic heavy-ion collisions requires observ-

ables that encapsulate the complex interplay between initial-state conditions and the evo-

lution of the created medium. Fluctuations of the event-wise ⟨𝑝T⟩ emerge as an essential

tool to probe these dynamics beyond inclusive measurements. Relativistic hydrodynamic

simulations have revealed that event-wise ⟨𝑝T⟩ is closely linked to the initial size and en-

ergy density of the fireball: an anticorrelation exists between the fireball’s initial transverse

size and the ⟨𝑝T⟩ generated while a positive correlation is observed with the initial energy

density (see Fig. 4.1) [1, 2]. These relationships imply that variations in ⟨𝑝T⟩ reflect fluc-

tuations in the initial state geometry and energy of the system, which are evolved by the

subsequent hydrodynamic response of the system. While the second-order fluctuation mea-

sures provide insights into the strength of these variations, higher-order cumulants beyond

second order carry information on the shape and tails of the underlying ⟨𝑝T⟩ distributions.

These higher moments may enhance the sensitivity to subtle dynamical effects arising from

the fluctuating initial density profile, such as hot spots1 or spatial irregularities.

Hydrodynamic studies in Ref. [3] have offered initial insights into the behavior of the

1In heavy-ion collisions, ’hot spots’ refer to localized regions of elevated energy density or temperature
within the initial energy profile, caused by fluctuations in nucleon positions and their interactions in the
colliding nuclei.
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Figure 4.1: Correlation between the event-by-event mean transverse momentum ⟨𝑝T⟩ and initial-
state properties in Pb+Pb collisions at √𝑠NN = 5.02 TeV: (left) anticorrelation with
the initial transverse size 𝑅 of the fireball, and (right) positive correlation with the
initial energy 𝐸𝑖 , as obtained from TRENTo+v-usphydro (referred as TRENTO+V-
USPHYDRO in figure) simulations. The figure is adapted from Ref. [2].

skewness of event-by-event ⟨𝑝T⟩ fluctuations. These calculations reveal that the observed

skewness in ⟨𝑝T⟩ arises predominantly from the asymmetry in initial energy density fluc-

tuations, established at the very beginning of the hydrodynamic evolution rather than at the

final freeze-out stage. By employing initial conditions generated by the TRENTo model [4]

and evolving the system through viscous hydrodynamic simulation with v-usphydro [5],

a significant positive skewness in the ⟨𝑝T⟩ distribution is predicted as shown in Fig. 4.2.

This skewness magnitude goes beyond what would be expected from simple independent

particle emission, indicating correlated collective behavior during the system’s expansion.

These theoretical insights motivate the detailed exploration of higher-order cumulants of

⟨𝑝T⟩ fluctuations as sensitive probes of the fluctuating initial conditions and the dynamical

evolution of the QGP.
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Figure 4.2: Centrality dependence of the intensive skewness of event-by-event mean transverse
momentum distributions for hydrodynamic models in Pb+Pb (open circles) and Xe+Xe
(filled circles) collisions at √𝑠NN = 5.02 TeV and 5.44 TeV, respectively, compared to
the independent particle emission baseline (dotted line). Error bars represent statistical
uncertainties. The figure is taken from Ref. [3].

4.2 Observable

The event-wise ⟨𝑝T⟩ of charged particles is defined as

⟨𝑝T⟩ =
∑𝑁ch
𝑖=1 𝑝T,𝑖

𝑁ch
, (4.1)

where 𝑝T,𝑖 denotes the transverse momentum of the ith particle, and 𝑁ch is the total number

of charged particles detected in the event. The average of ⟨𝑝T⟩ over all events in the sample

is denoted as ⟨⟨𝑝T⟩⟩, and given by

⟨⟨𝑝T⟩⟩ =
1

𝑛events

𝑛events∑︁
𝑗=1

⟨𝑝T⟩ 𝑗 , (4.2)

where 𝑗 indexes the events and 𝑛events is the total number of events in the sample.
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A common method of analyzing fluctuations of event-by-event ⟨𝑝T⟩ is to calculate the

cumulants of its distribution, but this approach combines both random statistical fluctua-

tions and the genuine dynamical fluctuations we want to study. To better isolate the true

dynamical correlations, this analysis uses multiparticle 𝑝T correlators [6], which yield zero

values for completely random, uncorrelated particle samples. The two-particle 𝑝T cor-

relator, ⟨Δ𝑝T,𝑖Δ𝑝T, 𝑗 ⟩, and the three-particle correlator, ⟨Δ𝑝T,𝑖Δ𝑝T, 𝑗Δ𝑝T,𝑘⟩, are expressed

algebraically as

⟨Δ𝑝T,𝑖Δ𝑝T, 𝑗 ⟩

=

〈∑𝑁ch
𝑖, 𝑗 ,𝑖≠ 𝑗

(𝑝T,𝑖 − ⟨⟨𝑝T⟩⟩)(𝑝T, 𝑗 − ⟨⟨𝑝T⟩⟩)
𝑁ch(𝑁ch − 1)

〉
ev

=

〈
𝑄2

1 −𝑄2

𝑁ch(𝑁ch − 1)

〉
ev

−
〈
𝑄1

𝑁ch

〉2

ev
, (4.3)

⟨Δ𝑝T,𝑖Δ𝑝T, 𝑗Δ𝑝T,𝑘⟩

=

〈∑𝑁ch
𝑖, 𝑗 ,𝑘,𝑖≠ 𝑗≠𝑘

(𝑝T,𝑖 − ⟨⟨𝑝T⟩⟩)(𝑝T, 𝑗 − ⟨⟨𝑝T⟩⟩)(𝑝T,𝑘 − ⟨⟨𝑝T⟩⟩)
𝑁ch(𝑁ch − 1) (𝑁ch − 2)

〉
ev

=

〈
𝑄3

1 − 3𝑄2𝑄1 + 2𝑄3

𝑁ch(𝑁ch − 1) (𝑁ch − 2)

〉
ev

− 3

〈
𝑄2

1 −𝑄2

𝑁ch(𝑁ch − 1)

〉
ev

〈
𝑄1

𝑁ch

〉
ev
+ 2

〈
𝑄1

𝑁ch

〉3

ev
, (4.4)

in terms of moments,𝑄𝑛 =
∑𝑁ch
𝑖=1 𝑝

𝑛
T,𝑖 with 𝑛 = 1, 2, 3, ..., where the notation ⟨...⟩ev indicates

that the quantity is averaged across all events. These expressions in Eqs. 4.3 and 4.4

efficiently avoid self-correlations by constraining the indices in the summations. Because

𝑄𝑛 values can be computed with a single iteration over particles in each event, this approach

reduces computational complexity compared to direct nested summations, which would

otherwise become exceedingly demanding for events with the large particle multiplicities.

Extending this, the four-particle correlator, ⟨Δ𝑝T,𝑖Δ𝑝T, 𝑗Δ𝑝T,𝑘Δ𝑝T,𝑙⟩, is similarly derived
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as follows:

⟨Δ𝑝T,𝑖Δ𝑝T, 𝑗Δ𝑝T,𝑘Δ𝑝T,𝑙⟩

=

〈∑𝑁ch
𝑖, 𝑗 ,𝑘,𝑙,𝑖≠ 𝑗≠𝑘≠𝑙

(𝑝T,𝑖 − ⟨⟨𝑝T⟩⟩)(𝑝T, 𝑗 − ⟨⟨𝑝T⟩⟩)(𝑝T,𝑘 − ⟨⟨𝑝T⟩⟩)(𝑝T,𝑙 − ⟨⟨𝑝T⟩⟩)
𝑁ch(𝑁ch − 1) (𝑁ch − 2) (𝑁ch − 3)

〉
ev

=

〈
𝑄4

1 − 6𝑄4 + 8𝑄1𝑄3 − 6𝑄2
1𝑄2 + 3𝑄2

2
𝑁ch(𝑁ch − 1) (𝑁ch − 2) (𝑁ch − 3)

〉
ev

− 4

〈
𝑄3

1 − 3𝑄2𝑄1 + 2𝑄3

𝑁ch(𝑁ch − 1) (𝑁ch − 2)

〉
ev

〈
𝑄1

𝑁ch

〉
ev

+ 6

〈
𝑄2

1 −𝑄2

𝑁ch(𝑁ch − 1)

〉
ev

〈
𝑄1

𝑁ch

〉2

ev
− 3

〈
𝑄1

𝑁ch

〉4

ev
. (4.5)

The derivation of these three Eqs. 4.3, 4.4, and 4.5 can be found in Appendix A.1.

To characterize the asymmetry of the distribution of event-wise ⟨𝑝T⟩, two different skew-

ness measures are used: the standardized skewness, 𝛾⟨𝑝T⟩, and the intensive skewness,

Γ⟨𝑝T⟩. While 𝛾⟨𝑝T⟩ reflects both intrinsic fluctuations and system-size effects, including

participant number dependence, Γ⟨𝑝T⟩ is constructed to be independent of system size, iso-

lating intrinsic dynamical fluctuations [3]. Both of these are defined using multi-particle

transverse momentum correlators involving two- and three-particle combinations [3]. The

standardized skewness is expressed as

𝛾⟨𝑝T⟩ =
⟨Δ𝑝T,𝑖Δ𝑝T, 𝑗Δ𝑝T,𝑘⟩
⟨Δ𝑝T,𝑖Δ𝑝T, 𝑗 ⟩3/2 , (4.6)

while the intensive skewness takes the form

Γ⟨𝑝T⟩ =
⟨Δ𝑝T,𝑖Δ𝑝T, 𝑗Δ𝑝T,𝑘⟩⟨⟨𝑝T⟩⟩

⟨Δ𝑝T,𝑖Δ𝑝T, 𝑗 ⟩2 . (4.7)

The kurtosis, 𝜅⟨𝑝T⟩, quantifying the peakedness of the ⟨𝑝T⟩ distribution, is defined using

the four-particle correlator as

𝜅⟨𝑝T⟩ =
⟨Δ𝑝T,𝑖Δ𝑝T, 𝑗Δ𝑝T,𝑘Δ𝑝T,𝑙⟩

⟨Δ𝑝T,𝑖Δ𝑝T, 𝑗 ⟩2 . (4.8)

These quantities describe the detailed structure of the transverse momentum fluctuations

using statistically robust, correlation-sensitive methods.
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4.3 Analysis details

This section outlines the methodology and key steps for analyzing event-by-event fluctu-

ations of the ⟨𝑝T⟩ distributions of charged particles across different collision systems and

centrality/multiplicity classes. It includes a detailed discussion of the Monte Carlo (MC)

closure tests for the observables and the associated systematic uncertainties. The analysis

uses the kinematic acceptance range 0.2 < 𝑝T < 3.0 GeV/𝑐 and |𝜂 | < 0.8, consistent with

previous ALICE measurements of second-order ⟨𝑝T⟩ fluctuations [7].

The first step is to verify that the observed ⟨𝑝T⟩ fluctuations are not caused by variations

in 𝑁ch within a centrality class, since ⟨𝑝T⟩ is calculated event-by-event using Eq. 4.1. For

each centrality interval, the minimum track count 𝑁min
ch is determined, and this number

of tracks is randomly selected per event to construct a reference ⟨𝑝T⟩ distribution free

from multiplicity fluctuation. The left panel of Fig. 4.3 compares the original distribution

with the fixed-𝑁ch distribution for the most central Pb–Pb collisions (0–5% centrality).

Gaussian fits to both reveal positive skewness (a longer tail to the right) in each case.

Similar skewness is observed in semicentral and peripheral events (see the other panels

of Fig. 4.3), confirming that the skewness arises from genuine physics rather than trivial

multiplicity fluctuations. As such, extracting higher-order moments of ⟨𝑝T⟩ fluctuations

promises insight into genuine dynamical correlations.

Building on this, we assess the robustness of the skewness and kurtosis observables

against detector effects via MC closure tests. Simulated events are generated using HI-

JING [9] for Pb–Pb and Xe–Xe, and PYTHIA8 [10, 11] for pp collisions, with particle

transport modeled by GEANT3 [12] to reproduce ALICE detector conditions during data

taking. Comparisons between generated (truth-level) and reconstructed (detector-level)

observables, without efficiency corrections, show excellent agreement within uncertainties
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Figure 4.3: The probability distributions of ⟨𝑝T⟩, measured for different centrality intervals in Pb–
Pb collisions at √𝑠NN = 5.02 TeV. True distributions (red open circles) are compared
to reference distributions (black stars) along with their corresponding Gaussian fits
(dashed red lines for data, solid black lines for reference distributions (see text for
details) for each centrality interval. The lower panels show the ratio between the
measured distribution and the corresponding fit. The figure is taken from Ref. [8].

(Figs. 4.4–4.6). Closure levels for standardized skewness, intensive skewness, and kur-

tosis exceed 96–99% across all systems. Residual differences are included as systematic

uncertainties (Table 4.1).

In Pb–Pb collisions, observables are measured across 18 equal-width centrality intervals

from 0% to 90%, while Xe–Xe collisions are divided into four broader intervals (0–20%,

20–40%, 40–60%, 60–80%) due to limited statistics. For pp, events are classified into ten

multiplicity intervals (0–1%, 1–5%, ..., 70–100%), with multiplicity definition given in

Ref. [13]. The ⟨𝑝T⟩ correlators are first calculated in unit-width multiplicity bins within

each centrality class and then combined using the centrality bin width correction (CBWC)

method [14] to remove artificial fluctuations from finite bin widths.

Systematic uncertainties are evaluated separately for each collision system by varying

event and track selection criteria. Event selection variations include changing the accepted

range of the collision vertex along the beam axis and modifying pileup removal conditions.
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Figure 4.4: Comparison between reconstructed and generated (truth) results for standardized skew-
ness (left), intensive skewness (middle), and kurtosis (right) of ⟨𝑝T⟩ fluctuations in
Pb–Pb collisions at √𝑠NN = 5.02 TeV using the HĲING event generator. The top
row presents the measured quantities as a function of centrality, while the bottom row
displays the ratio of reconstructed to generated quantities, which is fitted with a zeroth-
order polynomial (red solid line). The blue dashed line at unity is shown for reference
that would represent 100% closure, and the obtained closure values are also denoted.
The vertical bars represent only statistical uncertainties.

Track selection checks vary thresholds on the transverse and longitudinal distances of

closest approach (DCA𝑥𝑦, DCA𝑧), the number of space points reconstructed in the TPC,

and track fit quality. Each individual source contributes a percentage range that depends

on collision system and event centrality or multiplicity. All sources of uncertainty are

treated as independent, and the overall systematic uncertainty is calculated by adding all

contributions in quadrature. The MC closure uncertainty, derived from the comparison of

generated and reconstructed simulated events, is also included in these totals. Table 4.1

presents the total contributions to the systematic uncertainty for the standardized skewness,

intensive skewness, and kurtosis in Pb–Pb, Xe–Xe, and pp collisions.

Comparison of measurements across different collision systems is better achieved using
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Table 4.1: Summary of the main sources and ranges of systematic uncertainties associated with the

standardized skewness 𝛾⟨𝑝T ⟩ , intensive skewness Γ⟨𝑝T ⟩ , and kurtosis 𝜅⟨𝑝T ⟩ , measured
in Pb–Pb, Xe–Xe, and pp collisions at different collision energies. The uncertainties
are evaluated by varying experimental conditions and analysis selections independently.
Ranges are given where uncertainties depend on centrality or multiplicity.

Observables Sources of systematic uncertainty Pb–Pb Xe–Xe pp
Vertex 𝑧-position 0.7–2.7% 1.5–9.1% 0.3–0.8%
Pileup 0.5–6.4% – –
MC closure 2.3% 2.6% 2.7%

𝛾⟨𝑝T⟩ 𝑛TPCcrossedrows 0.6–3.8% 2.6–6.8% 0.9–1.9%
𝜒2

TPC/𝑛TPCclusters 0.5–2.6% 3.4-6.5% 0.1–0.4%
𝜒2

ITS/𝑛ITSclusters 0.5–2.2% 3.6–11.3% < 0.1%
DCA𝑥𝑦 0.6–4.5% 2.5–7.3% 0.5–1.1%
DCA𝑧 0.4–1.8% 2.8–5.9% < 0.1%
Total 2.9–8.7% 9.1–17.2% 2.9–3.6%
Vertex 𝑧-position 0.6–2.7% 1.7–9.1% 0.3–0.8%
Pileup 0.5–6.3% – –
MC closure 3.6% 2.3% 0.4%

Γ⟨𝑝T⟩ 𝑛TPCcrossedrows 0.8–3.8% 3.0–7.0% 0.3–1.7%
𝜒2

TPC/𝑛TPCclusters 0.4–2.7% 3.6–6.9% 0.1–0.3%
𝜒2

ITS/𝑛ITSclusters 0.4–2.2% 3.7–11.4% < 0.1%
DCA𝑥𝑦 0.7–4.7% 0.4–4.2% 0.3–1%
DCA𝑧 0.4–1.9% 2.7–6.0% < 0.1%
Total 4–9% 9.5–17.6% 0.8–2.1%
Vertex 𝑧-position 0.1–3.6% 0.9–4.5% 0.1–1.4%
Pileup 0.2–4.5% – –
MC closure 0.3% 1.3% 0.9%

𝜅⟨𝑝T⟩ 𝑛TPCcrossedrows 0.1–1.3% 3.0–7.0% 0.3–1.7%
𝜒2

TPC/𝑛TPCclusters 0.1–1.8% 0.9–4.6% 0.1–1.1%
𝜒2

ITS/𝑛ITSclusters 0.1–0.9% 1.2–3.9% < 0.1%
DCA𝑥𝑦 0.1–2.3% 0.3–0.9% 0.5–3.3%
DCA𝑧 0.1–2.9% 0.7–1.9% < 0.1%
Total 0.5–7.3% 2.7–11.7% % 1.8–4.7%
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Figure 4.5: Comparison between reconstructed and generated (truth) results for standardized skew-
ness (left), intensive skewness (middle), and kurtosis (right) of ⟨𝑝T⟩ fluctuations in
Xe–Xe collisions at √𝑠NN = 5.44 TeV using the HĲING event generator. The top
row presents the measured quantities as a function of centrality, while the bottom row
displays the ratio of reconstructed to generated quantities, which is fitted with a zeroth-
order polynomial (red solid line). The blue dashed line at unity is shown for reference
that would represent 100% closure, and the obtained closure values are also denoted.
The vertical bars represent only statistical uncertainties.

the midrapidity charged-particle multiplicity density, ⟨d𝑁ch/d𝜂⟩|𝜂 |<0.5, rather than centrality

classes. This choice is motivated by the fact that centrality intervals such as 0–10% do not

correspond to equivalent collision geometries in systems like Pb–Pb and Xe–Xe. Therefore,

for this analysis, ⟨d𝑁ch/d𝜂⟩|𝜂 |<0.5 values are determined for the specific centrality intervals

in which the measurements are performed.

For Pb–Pb and Xe–Xe collisions, the ⟨d𝑁ch/d𝜂⟩|𝜂 |<0.5 values corresponding to given

centrality classes (0–2.5%, 2.5–5%, 5–7.5%, 7.5–10%, 10–20%, 20–30%, ...) are taken

from Refs. [15, 16]. The mean number of accepted charged particles, ⟨𝑁acc⟩, within the

kinematic acceptance of this analysis, are also determined for these centrality intervals.

The correlation between these ⟨d𝑁ch/d𝜂⟩|𝜂 |<0.5 values and corresponding ⟨𝑁acc⟩ are fitted
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Figure 4.6: Comparison between reconstructed and generated (truth) results for standardized skew-
ness (left), intensive skewness (middle), and kurtosis (right) of ⟨𝑝T⟩ fluctuations in pp
collisions at

√
𝑠 = 5.02 TeV using the PYTHIA event generator. The top row presents

the measured quantities as a function of V0M multiplicity percentile, while the bottom
row displays the ratio of reconstructed to generated quantities, which is fitted with a
zeroth-order polynomial (red solid line). The blue dashed line at unity is shown for
reference that would represent 100% closure, and the obtained closure values are also
denoted. The vertical bars represent only statistical uncertainties.

with a first-order polynomial (see Figs. 4.7 and 4.8). The resulting fit parameters are then

used to convert ⟨𝑁acc⟩ from the centrality classes used in this analysis to ⟨d𝑁ch/d𝜂⟩|𝜂 |<0.5,

following the procedure employed in previous ALICE studies [7].

The uncertainties for thus obtained ⟨d𝑁ch/d𝜂⟩|𝜂 |<0.5 values are estimated by calculating

the upper and lower bounds, i.e., ⟨d𝑁ch/d𝜂⟩|𝜂 |<0.5 ± 𝜎 (represented by the dashed lines

in figure), where 𝜎 denotes the total uncertainty. Each bound was fitted independently

using a first-order polynomial, identical to the procedure for the central values. The

final uncertainty was obtained by averaging the deviations between the central fit and the

upper/lower fits.

For pp collisions, the values of ⟨d𝑁ch/d𝜂⟩|𝜂 |<0.5 for different V0M multiplicity classes

are taken directly from Ref. [13], as the observables of this analysis are evaluated in the
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Figure 4.7: Correlation between the mean accepted charged-particle multiplicity ⟨𝑁acc⟩ for the
kinematic region 0.2 < 𝑝T < 3.0 GeV/𝑐 and |𝜂 | < 0.8 and the midrapidity charged-
particle density ⟨d𝑁ch/d𝜂⟩ |𝜂 |<0.5 for Pb–Pb collisions at √𝑠NN = 5.02 TeV. Central
values and the values shifted up and down by their uncertainty are fitted with a first-
order polynomial to enable conversion between centrality intervals and multiplicity
density for system comparisons.
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Figure 4.8: Correlation between the mean accepted charged-particle multiplicity ⟨𝑁acc⟩ for the
kinematic region 0.2 < 𝑝T < 3.0 GeV/𝑐 and |𝜂 | < 0.8 and the midrapidity charged-
particle density ⟨d𝑁ch/d𝜂⟩ |𝜂 |<0.5 for Xe–Xe collisions at √𝑠NN = 5.44 TeV. Central
values and the values shifted up and down by their uncertainty are fitted with a first-
order polynomial to enable conversion between centrality intervals and multiplicity
density for system comparisons.
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same multiplicity intervals. The values are also provided in Table 4.2.

Table 4.2: The values of ⟨d𝑁ch/d𝜂⟩ |𝜂 |<0.5 for different multiplicity classes in pp,
√
𝑠 = 5.02 TeV

taken from [13].

V0M percentile (%) ⟨d𝑁ch/d𝜂⟩|𝜂 |<0.5

0 - 1 18.5 ± 0.17 ± 0.16
1 - 5 14.51 ± 0.14 ± 0.12
5 - 10 11.93 ± 0.11 ± 0.10
10 - 15 10.30 ± 0.10 ± 0.09
15 - 20 9.12 ± 0.09 ± 0.08
20 - 30 7.76 ± 0.08 ± 0.07
30 - 40 6.34 ± 0.06 ± 0.06
40 - 50 5.22 ± 0.05 ± 0.05
50 - 70 3.94 ± 0.04 ± 0.04
70 - 100 2.42 ± 0.02 ± 0.03

4.4 Results and discussions

4.4.1 Standardized skewness

The behavior of the standardized skewness, 𝛾⟨𝑝T⟩ (defined in Eq. 4.6) in Pb–Pb and Xe–Xe

collisions at √
𝑠NN = 5.02 TeV and 5.44 TeV, respectively, is plotted against the sys-

tem size indicated by the cube root of the average charged-particle multiplicity density,

⟨d𝑁ch/d𝜂⟩1/3
|𝜂 |<0.5 in Fig. 4.9. The latter quantity serves as an effective measure of system

size, as it correlates linearly with femtoscopic radii representing the fireball size at ki-

netic freeze-out [17]. The uncertainty in ⟨d𝑁ch/d𝜂⟩1/3
|𝜂 |<0.5 is determined by propagating

the associated uncertainty in ⟨d𝑁ch/d𝜂⟩|𝜂 |<0.5. An overall decreasing trend in 𝛾⟨𝑝T⟩ is ob-

served as ⟨d𝑁ch/d𝜂⟩1/3
|𝜂 |<0.5 increases for both collision systems. This trend is consistent

with fluctuations in a dilution scenario caused by superposition of partially independent
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particle-emitting sources [7, 18]. If the fluctuations in ⟨𝑝T⟩ were purely statistical and

driven by finite particle counts (𝑁), then 𝛾⟨𝑝T⟩ would approximately scale as 1/𝑁 . A

modest increase of 𝛾⟨𝑝T⟩ in the most central Pb–Pb collisions (⟨d𝑁ch/d𝜂⟩1/3
|𝜂 |<0.5 > 11) is

also observed within uncertainties, potentially linked to a reduction in the two-particle

momentum correlations ⟨Δ𝑝T,𝑖Δ𝑝T, 𝑗 ⟩. This was previously observed in Ref. [7].

ALI-PUB-569546

Figure 4.9: Standardized skewness 𝛾⟨𝑝T ⟩ of the event-averaged transverse momentum distribu-
tion is shown as a function of the cubic root of midrapidity charged-particle den-
sity, ⟨d𝑁ch/d𝜂⟩1/3

|𝜂 |<0.5 in Pb–Pb collisions at √𝑠NN = 5.02 TeV, Xe–Xe collisions at
√
𝑠NN = 5.44 TeV and pp collisions at

√
𝑠 = 5.02 TeV. Colored bands represent pre-

dictions from event generators (PYTHIA8, HĲING) and hydrodynamic simulations
(V-USPHYDRO, and MC-Glauber+MUSIC). Statistical and systematic uncertainties
are represented by vertical bars and shaded boxes, respectively. The figure is taken
from Ref. [8].

The results are compared with hydrodynamic calculations based on the v-usphydro

model, which employs TRENTo initial conditions and a specific shear viscosity of 𝜂/𝑠 =

0.047 [3]. The model qualitatively captures the decreasing trend of 𝛾⟨𝑝T⟩ with system size,

although it slightly overestimates the magnitude across most multiplicity ranges. Moreover,
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while the simulation predicts higher values of 𝛾⟨𝑝T⟩ for Pb–Pb than Xe–Xe collisions at

similar multiplicities, the experimental data show no such distinct system dependence.

Model comparisons are also made using HĲING [9], a Monte Carlo event generator that

treats heavy-ion collisions as a superposition of independent nucleon–nucleon interactions,

incorporating various phenomena like multiple minĳet production with initial and final

state radiation or nuclear effects such as parton shadowing and jet quenching. The version

used here, HĲING/𝐵𝐵 v2.0 [19], reproduces the observed trend in the semiperipheral to

semicentral regions but shows a stronger dependence on system size compared to the data.

Further theoretical comparison is performed with the MC-Glauber + MUSIC frame-

work, which uses a MC Glauber approach [20] for modeling the initial geometry, followed

by relativistic hydrodynamic evolution through MUSIC [21] with 𝜂/𝑠 = 0.1. Both HĲING

and MC-Glauber + MUSIC rely on Glauber-based initial conditions, though they differ in

the treatment of the subsequent medium evolution. Interestingly, for Pb–Pb collisions, the

predicted 𝛾⟨𝑝T⟩ values from both models are nearly identical in the semicentral and semipe-

ripheral regions, implying a limited sensitivity of this observable to later-stage collective

dynamics and a stronger dependence on the initial-state geometry.

The Pb–Pb and Xe–Xe measurements are also compared to results from pp collisions

at
√
𝑠 = 5.02 TeV. In the pp system, 𝛾⟨𝑝T⟩ decreases more steeply with ⟨d𝑁ch/d𝜂⟩1/3

|𝜂 |<0.5

and remains systematically smaller than in Pb–Pb collisions across the overlapping mul-

tiplicity interval. These measurements are confronted with PYTHIA8 simulations [11],

which incorporate perturbative QCD processes and have successfully reproduced diverse

pp observables at LHC energies [22–24]. The color reconnection (CR) mechanism [25], a

feature available in PYTHIA8 that allows color strings from different parton interactions

to recombine, is known to generate flow-like correlations in small systems. When CR is

switched off (PYTHIA8 CR OFF), the model fails to describe the observed 𝛾⟨𝑝T⟩ trend
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both in magnitude and shape. However, enabling CR (PYTHIA8 CR ON) improves the

agreement, qualitatively reproducing the multiplicity dependence though with a steeper

slope than seen in experimental data.

Thus, the standardized skewness primarily reflects fluctuations driven by the initial col-

lision geometry and the number of particle-emitting sources, showing reduced magnitude

with increasing system size.

4.4.2 Intensive skewness

Figure 4.10 displays the intensive skewness (see Eq. 4.7) as a function of ⟨d𝑁ch/d𝜂⟩1/3
|𝜂 |<0.5,

for Pb–Pb collisions at √𝑠NN = 5.02 TeV and Xe–Xe collisions at √𝑠NN = 5.44 TeV. The

dashed colored lines represent the independent baselines, Γindependent, calculated separately

for each system using the formula [3]:

Γindependent =
⟨(𝑝T − ⟨𝑝T⟩)3⟩⟨𝑝T⟩
⟨(𝑝T − ⟨𝑝T⟩)2⟩2 , (4.9)

where ⟨𝑝T⟩ is the average transverse momentum across all events within a given centrality

class. To determine Γindependent, the 𝑝T spectra for each centrality bin are used. The second

and third central moments of the 𝑝T distribution, ⟨(𝑝T − ⟨𝑝T⟩)2⟩ and ⟨(𝑝T − ⟨𝑝T⟩)3⟩, are

calculated from these spectra, and their ratio gives the baseline value for each centrality.

For Pb–Pb and Xe–Xe collisions, the spectra come from Refs. [26] and [27], respectively.

The centrality classes are translated into ⟨d𝑁ch/d𝜂⟩|𝜂 |<0.5 and its cubic root for plotting.

The results show that the intensive skewness remains positive and above the independent

baseline across all system sizes in both collision systems. This matches qualitatively with

hydrodynamic model predictions from v-usphydro, though the model does not exactly

reproduce the measured values. The HĲING model describes the decreasing trend of Γ⟨𝑝T⟩

in the semiperipheral to semicentral region (roughly 3.8 ≤ ⟨d𝑁ch/d𝜂⟩1/3
|𝜂 |<0.5 ≤ 8.9) but fails
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Figure 4.10: Intensive skewness Γ⟨𝑝T ⟩ of the event-averaged transverse momentum distribution
is shown as a function of the cubic root of midrapidity charged-particle density,
⟨d𝑁ch/d𝜂⟩1/3

|𝜂 |<0.5 in Pb–Pb collisions at √
𝑠NN = 5.02 TeV, Xe–Xe collisions at

√
𝑠NN = 5.44 TeV and pp collisions at

√
𝑠 = 5.02 TeV. Colored bands represent pre-

dictions from event generators (PYTHIA8, HĲING) and hydrodynamic simulations
(V-USPHYDRO, and MC-Glauber+MUSIC). Statistical and systematic uncertainties
are represented by vertical bars and shaded boxes, respectively. Independent baseline
calculations for each system are also displayed (dotted lines) for reference. The figure
is taken from Ref. [8].

to explain the increase seen from semicentral to central collisions (9.0 ≤ ⟨d𝑁ch/d𝜂⟩1/3
|𝜂 |<0.5 ≤

12.4). The rise of both 𝛾⟨𝑝T⟩ and Γ⟨𝑝T⟩ for system sizes above 11 in Pb–Pb collisions may

indicate the onset of thermalization [28, 29]. In a nearly thermalized regime, as the medium

becomes denser, stronger pressure gradients develop, generating enhanced collective radial

flow. This flow shifts the 𝑝T distribution of emitted particles more towards higher 𝑝T,

producing a larger ⟨𝑝T⟩. At fixed multiplicity, higher density also corresponds to a smaller

geometric overlap and reduced impact-parameter fluctuations, which may contribute to the
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observed skewness increase in the most central events [28, 29]. The MC-Glauber+MUSIC

hydrodynamic calculations show a similar pattern to the data for Γ⟨𝑝T⟩ in Pb–Pb collisions

and fit the data better than the v-usphydro model. Both hydrodynamic models with

different initial conditions capture the rise in most central collisions, highlighting the need

for further theoretical study to fully explain this effect.

Measurements from pp collisions at
√
𝑠 = 5.02 TeV are also presented with their

baselines, calculated using 𝑝T spectra from Ref. [30]. Here also, positive intensive skewness

above baseline is observed, but the non-monotonic behavior seen in heavy-ion collisions

is greatly reduced. Instead, Γ⟨𝑝T⟩ gently decreases as multiplicity grows. In PYTHIA8

simulations, turning off CR causes Γ⟨𝑝T⟩ to increase with multiplicity, contrary to data.

Enabling CR improves the description but still does not fully reproduce the measured

trend.

In summary, the intensive skewness reveals the combined effects of initial geome-

try and collective dynamics, with its increase in central collisions indicating emerging

thermalization.

4.4.3 Kurtosis

Figure 4.11 shows the kurtosis calculated using Eq. 4.8 as a function of ⟨d𝑁ch/d𝜂⟩1/3
|𝜂 |<0.5,

for Pb–Pb collisions at √𝑠NN = 5.02 TeV and Xe–Xe collisions at √𝑠NN = 5.44 TeV. The

dotted line marks the Gaussian kurtosis value, which provides a reference for completely

independent particle emission. In both Pb–Pb and Xe–Xe systems, the kurtosis decreases

as the system size grows and approaches the Gaussian reference near the most central

Pb–Pb collisions. When comparing to HĲING model predictions, the model replicates

the general downward trend but predicts a steeper decline in kurtosis than observed. This

steeper drop is due to HĲING’s inherent system size effect following an approximate 1/𝑁
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Figure 4.11: Kurtosis 𝜅⟨𝑝T ⟩ of the event-averaged transverse momentum distribution is shown as a
function of the cubic root of midrapidity charged-particle density, ⟨d𝑁ch/d𝜂⟩1/3

|𝜂 |<0.5 in
Pb–Pb collisions at √𝑠NN = 5.02 TeV, Xe–Xe collisions at √𝑠NN = 5.44 TeV and pp
collisions at

√
𝑠 = 5.02 TeV. Colored bands represent predictions from event generators

(PYTHIA8, HĲING) and hydrodynamic simulation (MC-Glauber+MUSIC). The
dashed curve marks the Gaussian expectation for reference. Vertical lines depict
statistical uncertainties, with boxes illustrating the systematic error range for each
data point. The figure is taken from Ref. [8].

scaling. Over the full multiplicity range, HĲING consistently overestimates the kurtosis

compared to the data.

The MC-Glauber+MUSIC hydrodynamic calculations align well with the data from

central to semiperipheral collisions, specifically within the ⟨d𝑁ch/d𝜂⟩1/3
|𝜂 |<0.5 range of 5.4 to

12.4. Additionally, Fig. 4.11 includes measurements from pp collisions at
√
𝑠 = 5.02 TeV.

Here, kurtosis decreases with multiplicity but remains above the Gaussian baseline even at

the highest multiplicity values. PYTHIA8 simulations that incorporate the CR mechanism
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reproduce the observed behavior, whereas the version with CR disabled fails to describe

the measured kurtosis altogether.

Overall, the kurtosis shows how four-particle correlations weaken with increasing

system size, approaching Gaussian behavior in large collisions, and this trend is well

described by hydrodynamic models.

4.5 Summary

This work presents the first measurements of higher-order fluctuations of ⟨𝑝T⟩, including

skewness and kurtosis, for charged particles produced in Pb–Pb, Xe–Xe, and pp collisions

at LHC energies. Two types of skewness, standardized and intensive, have been analyzed

using three- and two-particle 𝑝T correlations as a function of the system size, represented by

⟨d𝑁ch/d𝜂⟩1/3
|𝜂 |<0.5. The standardized skewness decreases with increasing system size across

all collision systems studied. Positive intensive skewness, exceeding the independent

particle baseline and consistent with hydrodynamic model expectations from Ref. [3], is

observed in both Pb–Pb and Xe–Xe data. This positive trend in intensive skewness is also

confirmed in pp collisions at a similar energy.

HĲING model simulations, which do not include hydrodynamic evolution, reproduce

the qualitative pattern of intensive skewness within the range 3.8 ≤ ⟨d𝑁ch/d𝜂⟩1/3
|𝜂 |<0.5 ≤ 8.9

but fail to account for the sharp increase seen in central collisions. This marked rise is

captured by hydrodynamic calculations in both v-usphydro and MC-Glauber+MUSIC

frameworks. The MC-Glauber+MUSIC model matches the measured values of both

standardized and intensive skewness well in the range 4.8 ≤ ⟨d𝑁ch/d𝜂⟩1/3
|𝜂 |<0.5 ≤ 12.4,

while v-usphydro tends to overpredict these measures. The differences between these

hydrodynamic models highlight the sensitivity of skewness measurements to details of
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the initial collision geometry. Moreover, standardized skewness results from HĲING and

MC-Glauber+MUSIC are notably similar, indicating that this observable may primarily

respond to initial-state features rather than the details of the system evolution. In pp colli-

sions, PYTHIA8 simulations with color reconnection enabled qualitatively reproduce the

experimental results.

Kurtosis, calculated using two- and four-particle 𝑝T correlators, decreases as the sys-

tem size increases. This trend is qualitatively supported by HĲING calculations in Pb–Pb

and Xe–Xe collisions, although the model does not quantitatively match the measure-

ments. Hydrodynamic predictions from MC-Glauber+MUSIC successfully reproduce the

centrality-dependent kurtosis in the range 4.8 ≤ ⟨d𝑁ch/d𝜂⟩1/3
|𝜂 |<0.5 ≤ 12.4, with values ap-

proaching those expected for a Gaussian distribution. The experimental data converging

toward the Gaussian baseline in the most central Pb−Pb collisions, together with agreement

from hydrodynamic models, suggests the formation of a locally thermalized medium in

these events.
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Simplifying the numerator of ⟨Δ𝑝𝑖Δ𝑝 𝑗 ⟩, we have

𝑁ch∑︁
𝑖, 𝑗 ,𝑖≠ 𝑗

(𝑝𝑖 − ⟨⟨𝑝T⟩⟩)(𝑝 𝑗 − ⟨⟨𝑝T⟩⟩) =
𝑁ch∑︁

𝑖, 𝑗 ,𝑖≠ 𝑗

𝑝𝑖𝑝 𝑗 − ⟨⟨𝑝T⟩⟩
𝑁ch∑︁

𝑖, 𝑗 ,𝑖≠ 𝑗

(𝑝𝑖 + 𝑝 𝑗 ) + ⟨⟨𝑝T⟩⟩2
𝑁ch∑︁

𝑖, 𝑗 ,𝑖≠ 𝑗

1

=

𝑁ch∑︁
𝑖, 𝑗 ,𝑖≠ 𝑗

𝑝𝑖𝑝 𝑗 − 2⟨⟨𝑝T⟩⟩
𝑁ch∑︁

𝑖, 𝑗 ,𝑖≠ 𝑗

𝑝𝑖 + ⟨⟨𝑝T⟩⟩2
𝑁ch∑︁

𝑖, 𝑗 ,𝑖≠ 𝑗

1

(4.11)

The first term of Eq. 4.11 is

𝑁ch∑︁
𝑖, 𝑗 ,𝑖≠ 𝑗

𝑝𝑖𝑝 𝑗 =

𝑁ch∑︁
𝑖

𝑁ch∑︁
𝑗

𝑝𝑖𝑝 𝑗 −
𝑁ch∑︁
𝑖

𝑝2
𝑖

=

𝑁ch∑︁
𝑖

𝑝𝑖

𝑁ch∑︁
𝑗

𝑝 𝑗 −
𝑁ch∑︁
𝑖

𝑝2
𝑖

=

(
𝑁ch∑︁
𝑖

𝑝𝑖

)2

−
𝑁ch∑︁
𝑖

𝑝2
𝑖

= 𝑄2
1 −𝑄2

(4.12)

and the second term of Eq. 4.11 is

𝑁ch∑︁
𝑖, 𝑗 ,𝑖≠ 𝑗

𝑝𝑖 =

𝑁ch∑︁
𝑖

𝑁ch∑︁
𝑗

𝑝𝑖 −
𝑁ch∑︁
𝑖

𝑝𝑖

=

𝑁ch∑︁
𝑖

𝑝𝑖

𝑁ch∑︁
𝑗

1 −
𝑁ch∑︁
𝑖

𝑝𝑖

= 𝑁ch

𝑁ch∑︁
𝑖

𝑝𝑖 −
𝑁ch∑︁
𝑖

𝑝𝑖

= (𝑁ch − 1)
𝑁ch∑︁
𝑖

𝑝𝑖

= (𝑁ch − 1)𝑄1

(4.13)
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Using Eq. 4.11, Eq. 4.12 and Eq. 4.13 we have

∑𝑁ch
𝑖, 𝑗 ,𝑖≠ 𝑗

(𝑝𝑖 − ⟨⟨𝑝T⟩⟩)(𝑝 𝑗 − ⟨⟨𝑝T⟩⟩)
𝑁ch(𝑁ch − 1)

=

∑𝑁ch
𝑖, 𝑗 ,𝑖≠ 𝑗

𝑝𝑖𝑝 𝑗 − 2⟨⟨𝑝T⟩⟩
∑𝑁ch
𝑖, 𝑗 ,𝑖≠ 𝑗

𝑝𝑖 + ⟨⟨𝑝T⟩⟩2 ∑𝑁ch
𝑖, 𝑗 ,𝑖≠ 𝑗

1
𝑁ch(𝑁ch − 1)

=
(𝑄2

1 −𝑄2) − 2⟨⟨𝑝T⟩⟩(𝑁ch − 1)𝑄1 + ⟨⟨𝑝T⟩⟩2𝑁ch(𝑁ch − 1)
𝑁ch(𝑁ch − 1)

=
𝑄2

1 −𝑄2

𝑁ch(𝑁ch − 1) − 2⟨⟨𝑝T⟩⟩
𝑄1

𝑁ch
+ ⟨⟨𝑝T⟩⟩2

(4.14)

Hence,

⟨Δ𝑝𝑖Δ𝑝 𝑗 ⟩ =
〈∑𝑁ch

𝑖, 𝑗 ,𝑖≠ 𝑗
(𝑝𝑖 − ⟨⟨𝑝T⟩⟩)(𝑝 𝑗 − ⟨⟨𝑝T⟩⟩)

𝑁ch(𝑁ch − 1)

〉
ev

=

〈
𝑄2

1 −𝑄2

𝑁ch(𝑁ch − 1)

〉
ev

− 2⟨⟨𝑝T⟩⟩
〈
𝑄1

𝑁ch

〉
ev
+ ⟨⟨𝑝T⟩⟩2

=

〈
𝑄2

1 −𝑄2

𝑁ch(𝑁ch − 1)

〉
ev

−
〈
𝑄1

𝑁ch

〉2

ev

(4.15)

A.1.2 3-particle 𝑝T correlator, ⟨Δ𝑝𝑖Δ𝑝 𝑗Δ𝑝𝑘⟩

From the definition of three-particle 𝑝T correlator, we have

⟨Δ𝑝𝑖Δ𝑝 𝑗Δ𝑝𝑘⟩ =
〈∑𝑁ch

𝑖, 𝑗 ,𝑘,𝑖≠ 𝑗≠𝑘
(𝑝𝑖 − ⟨⟨𝑝T⟩⟩)(𝑝 𝑗 − ⟨⟨𝑝T⟩⟩)(𝑝𝑘 − ⟨⟨𝑝T⟩⟩)

𝑁ch(𝑁ch − 1) (𝑁ch − 2)

〉
ev

(4.16)
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The numerator of ⟨Δ𝑝𝑖Δ𝑝 𝑗Δ𝑝𝑘⟩ is equal to

𝑁ch∑︁
𝑖, 𝑗 ,𝑘
𝑖≠ 𝑗≠𝑘

(𝑝𝑖 − ⟨⟨𝑝T⟩⟩)(𝑝 𝑗 − ⟨⟨𝑝T⟩⟩)(𝑝𝑘 − ⟨⟨𝑝T⟩⟩)

=

𝑁ch∑︁
𝑖, 𝑗 ,𝑘
𝑖≠ 𝑗≠𝑘

𝑝𝑖𝑝 𝑗 𝑝𝑘 + ⟨⟨𝑝T⟩⟩2
𝑁ch∑︁
𝑖, 𝑗 ,𝑘
𝑖≠ 𝑗≠𝑘

(𝑝𝑖 + 𝑝 𝑗 + 𝑝𝑘 ) − ⟨⟨𝑝T⟩⟩
𝑁ch∑︁
𝑖, 𝑗 ,𝑘
𝑖≠ 𝑗≠𝑘

(𝑝𝑖𝑝 𝑗 + 𝑝 𝑗 𝑝𝑘 + 𝑝𝑖𝑝𝑘 )

− ⟨⟨𝑝T⟩⟩3
𝑁ch∑︁
𝑖, 𝑗 ,𝑘
𝑖≠ 𝑗≠𝑘

1

=

𝑁ch∑︁
𝑖, 𝑗 ,𝑘
𝑖≠ 𝑗≠𝑘

𝑝𝑖𝑝 𝑗 𝑝𝑘 + 3⟨⟨𝑝T⟩⟩2
𝑁ch∑︁
𝑖, 𝑗 ,𝑘
𝑖≠ 𝑗≠𝑘

𝑝𝑖 − 3⟨⟨𝑝T⟩⟩
𝑁ch∑︁
𝑖, 𝑗 ,𝑘
𝑖≠ 𝑗≠𝑘

𝑝𝑖𝑝 𝑗 − ⟨⟨𝑝T⟩⟩3
𝑁ch∑︁
𝑖, 𝑗 ,𝑘
𝑖≠ 𝑗≠𝑘

1

=

𝑁ch∑︁
𝑖, 𝑗 ,𝑘
𝑖≠ 𝑗≠𝑘

𝑝𝑖𝑝 𝑗 𝑝𝑘 + 3(𝑁ch − 1) (𝑁ch − 2)⟨⟨𝑝T⟩⟩2
𝑁ch∑︁
𝑖

𝑝𝑖 − 3(𝑁ch − 2)⟨⟨𝑝T⟩⟩
𝑁ch∑︁
𝑖, 𝑗
𝑖≠ 𝑗

𝑝𝑖𝑝 𝑗

− 𝑁ch(𝑁ch − 1) (𝑁ch − 2)⟨⟨𝑝T⟩⟩3

(4.17)

The first term of Eq. 4.17 can be expanded as

𝑁ch∑︁
𝑖, 𝑗 ,𝑘
𝑖≠ 𝑗≠𝑘

𝑝𝑖𝑝 𝑗 𝑝𝑘 =

𝑁ch∑︁
𝑖

𝑖≠ 𝑗 ,𝑖≠𝑘

𝑝𝑖

𝑁ch∑︁
𝑗 ,𝑘
𝑗≠𝑘

𝑝 𝑗 𝑝𝑘

=

𝑁ch∑︁
𝑖,𝑖≠ 𝑗

𝑝𝑖


(
𝑁ch∑︁
𝑗

𝑝 𝑗

)2

−
𝑁ch∑︁
𝑗

𝑝2
𝑗


=

𝑁ch∑︁
𝑖,𝑖≠ 𝑗

𝑝𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)2

−
𝑁ch∑︁

𝑖, 𝑗 ,𝑖≠ 𝑗

𝑝𝑖𝑝
2
𝑗

(4.18)

Again, the first term of Eq. 4.18 is

𝑁ch∑︁
𝑖,𝑖≠ 𝑗

𝑝𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)2

=


𝑁ch∑︁
𝑖

𝑝𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)2

−
𝑁ch∑︁
𝑖

𝑝3
𝑖 − 2

𝑁ch∑︁
𝑖, 𝑗 ,𝑖≠ 𝑗

𝑝𝑖𝑝
2
𝑗

 (4.19)
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Therefore, Eq. 4.18 reduces to

𝑁ch∑︁
𝑖, 𝑗 ,𝑘
𝑖≠ 𝑗≠𝑘

𝑝𝑖𝑝 𝑗 𝑝𝑘 =


𝑁ch∑︁
𝑖

𝑝𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)2

−
𝑁ch∑︁
𝑖

𝑝3
𝑖 − 2

𝑁ch∑︁
𝑖, 𝑗 ,𝑖≠ 𝑗

𝑝𝑖𝑝
2
𝑗

 −
𝑁ch∑︁

𝑖, 𝑗 ,𝑖≠ 𝑗

𝑝𝑖𝑝
2
𝑗

=

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)3

−
𝑁ch∑︁
𝑖

𝑝3
𝑖 − 3

(
𝑁ch∑︁
𝑖, 𝑗

𝑝𝑖𝑝
2
𝑗 −

𝑁ch∑︁
𝑖

𝑝3
𝑖

)
=

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)3

+ 2
𝑁ch∑︁
𝑖

𝑝3
𝑖 − 3

𝑁ch∑︁
𝑖

𝑝𝑖

𝑁ch∑︁
𝑗

𝑝2
𝑗

= 𝑄3
1 + 2𝑄3 − 3𝑄1𝑄2

(4.20)

Using Eq. 4.17, Eq. 4.20 and Eq. 4.12 in Eq. 4.16, finally we have

⟨Δ𝑝𝑖Δ𝑝 𝑗Δ𝑝𝑘⟩

=

〈∑𝑁ch
𝑖, 𝑗 ,𝑘,𝑖≠ 𝑗≠𝑘

(𝑝𝑖 − ⟨⟨𝑝T⟩⟩)(𝑝 𝑗 − ⟨⟨𝑝T⟩⟩)(𝑝𝑘 − ⟨⟨𝑝T⟩⟩)
𝑁ch(𝑁ch − 1) (𝑁ch − 2)

〉
ev

=

〈
𝑄3

1 + 2𝑄3 − 3𝑄1𝑄2

𝑁ch − 1) (𝑁ch − 2)

〉
ev

+ 3⟨⟨𝑝T⟩⟩2
〈
𝑄1

𝑁ch

〉
ev
− 3⟨⟨𝑝T⟩⟩

〈
𝑄2

1 −𝑄2

𝑁ch(𝑁ch − 1)

〉
ev

− ⟨⟨𝑝T⟩⟩3

=

〈
𝑄3

1 + 2𝑄3 − 3𝑄1𝑄2

𝑁ch − 1) (𝑁ch − 2)

〉
ev

+ 2
〈
𝑄1

𝑁ch

〉3

ev
− 3

〈
𝑄1

𝑁ch

〉
ev

〈
𝑄2

1 −𝑄2

𝑁ch(𝑁ch − 1)

〉
ev

(4.21)

A.1.3 4-particle 𝑝T correlator, ⟨Δ𝑝𝑖Δ𝑝 𝑗Δ𝑝𝑘Δ𝑝𝑙⟩

From the definition of four-particle 𝑝T correlator, we have

⟨Δ𝑝𝑖Δ𝑝 𝑗Δ𝑝𝑘Δ𝑝𝑙⟩

=

〈∑𝑁ch
𝑖, 𝑗 ,𝑘,𝑙,𝑖≠ 𝑗≠𝑘≠𝑙

(𝑝𝑖 − ⟨⟨𝑝T⟩⟩)(𝑝 𝑗 − ⟨⟨𝑝T⟩⟩)(𝑝𝑘 − ⟨⟨𝑝T⟩⟩)(𝑝𝑙 − ⟨⟨𝑝T⟩⟩)
𝑁ch(𝑁ch − 1) (𝑁ch − 2) (𝑁ch − 3)

〉
ev
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The numerator of ⟨Δ𝑝𝑖Δ𝑝 𝑗Δ𝑝𝑘Δ𝑝𝑙⟩ can be expanded as

𝑁ch∑︁
𝑖, 𝑗 ,𝑘,𝑙
𝑖≠ 𝑗≠𝑘≠𝑙

(𝑝𝑖 − ⟨⟨𝑝T⟩⟩)(𝑝 𝑗 − ⟨⟨𝑝T⟩⟩)(𝑝𝑘 − ⟨⟨𝑝T⟩⟩)(𝑝𝑙 − ⟨⟨𝑝T⟩⟩)

=

𝑁ch∑︁
𝑖, 𝑗 ,𝑘,𝑙
𝑖≠ 𝑗≠𝑘≠𝑙

𝑝𝑖𝑝 𝑗 𝑝𝑘 𝑝𝑙 − ⟨⟨𝑝T⟩⟩
𝑁ch∑︁
𝑖, 𝑗 ,𝑘,𝑙
𝑖≠ 𝑗≠𝑘≠𝑙

(𝑝𝑖𝑝 𝑗 𝑝𝑘 + 𝑝𝑖𝑝 𝑗 𝑝𝑙 + 𝑝𝑖𝑝𝑘 𝑝𝑙 + 𝑝 𝑗 𝑝𝑘 𝑝𝑙)

+ ⟨⟨𝑝T⟩⟩2
𝑁ch∑︁
𝑖, 𝑗 ,𝑘,𝑙
𝑖≠ 𝑗≠𝑘≠𝑙

(𝑝𝑖𝑝 𝑗 + 𝑝𝑖𝑝𝑘 + 𝑝𝑖𝑝𝑙 + 𝑝 𝑗 𝑝𝑘 + 𝑝 𝑗 𝑝𝑙 + 𝑝𝑘 𝑝𝑙)

− ⟨⟨𝑝T⟩⟩3
𝑁ch∑︁
𝑖, 𝑗 ,𝑘,𝑙
𝑖≠ 𝑗≠𝑘≠𝑙

(𝑝𝑖 + 𝑝 𝑗 + 𝑝𝑘 + 𝑝𝑙) + ⟨⟨𝑝T⟩⟩4
𝑁ch∑︁
𝑖, 𝑗 ,𝑘,𝑙
𝑖≠ 𝑗≠𝑘≠𝑙

1

(4.22)

Therefore,

𝑁ch∑︁
𝑖, 𝑗 ,𝑘,𝑙
𝑖≠ 𝑗≠𝑘≠𝑙

(𝑝𝑖 − ⟨⟨𝑝T⟩⟩)(𝑝 𝑗 − ⟨⟨𝑝T⟩⟩)(𝑝𝑘 − ⟨⟨𝑝T⟩⟩)(𝑝𝑙 − ⟨⟨𝑝T⟩⟩)

=

𝑁ch∑︁
𝑖, 𝑗 ,𝑘,𝑙
𝑖≠ 𝑗≠𝑘≠𝑙

𝑝𝑖𝑝 𝑗 𝑝𝑘 𝑝𝑙 − 4⟨⟨𝑝T⟩⟩
𝑁ch∑︁
𝑖, 𝑗 ,𝑘,𝑙
𝑖≠ 𝑗≠𝑘≠𝑙

𝑝𝑖𝑝 𝑗 𝑝𝑘 + 6⟨⟨𝑝T⟩⟩2
𝑁ch∑︁
𝑖, 𝑗 ,𝑘,𝑙
𝑖≠ 𝑗≠𝑘≠𝑙

𝑝𝑖𝑝 𝑗

− 4⟨⟨𝑝T⟩⟩3
𝑁ch∑︁
𝑖, 𝑗 ,𝑘,𝑙
𝑖≠ 𝑗≠𝑘≠𝑙

𝑝𝑖 + ⟨⟨𝑝T⟩⟩4
𝑁ch∑︁
𝑖, 𝑗 ,𝑘,𝑙
𝑖≠ 𝑗≠𝑘≠𝑙

1

=

𝑁ch∑︁
𝑖, 𝑗 ,𝑘,𝑙
𝑖≠ 𝑗≠𝑘≠𝑙

𝑝𝑖𝑝 𝑗 𝑝𝑘 𝑝𝑙 − 4⟨⟨𝑝T⟩⟩(𝑁ch − 3)
𝑁ch∑︁
𝑖, 𝑗 ,𝑘
𝑖≠ 𝑗≠𝑘

𝑝𝑖𝑝 𝑗 𝑝𝑘 + 6⟨⟨𝑝T⟩⟩2(𝑁ch − 3) (𝑁ch − 2)
𝑁ch∑︁
𝑖, 𝑗
𝑖≠ 𝑗

𝑝𝑖𝑝 𝑗

− 4(𝑁ch − 3) (𝑁ch − 2) (𝑁ch − 1)⟨⟨𝑝T⟩⟩3
𝑁ch∑︁
𝑖

𝑝𝑖 + ⟨⟨𝑝T⟩⟩4(𝑁ch − 3) (𝑁ch − 2) (𝑁ch − 1)𝑁ch

(4.23)
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The first term of Eq. 4.23 can be simplified as

𝑁ch∑︁
𝑖, 𝑗 ,𝑘,𝑙
𝑖≠ 𝑗≠𝑘≠𝑙

𝑝𝑖𝑝 𝑗 𝑝𝑘 𝑝𝑙 =

𝑁ch∑︁
𝑖

𝑖≠ 𝑗 ,𝑖≠𝑘,𝑖≠𝑙

𝑝𝑖

𝑁ch∑︁
𝑗 ,𝑘

𝑗≠𝑘≠𝑙

𝑝 𝑗 𝑝𝑘 𝑝𝑙

=

𝑁ch∑︁
𝑖

𝑖≠ 𝑗 ,𝑖≠𝑘

𝑝𝑖


(
𝑁ch∑︁
𝑗

𝑝 𝑗

)3

+ 2
𝑁ch∑︁
𝑗

𝑝3
𝑗 − 3

𝑁ch∑︁
𝑗 ,𝑘

𝑝 𝑗 𝑝
2
𝑘


=

𝑁ch∑︁
𝑖
𝑖≠ 𝑗

𝑝𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)3

+ 2
𝑁ch∑︁
𝑖, 𝑗
𝑖≠ 𝑗

𝑝𝑖𝑝
3
𝑗 − 3

𝑁ch∑︁
𝑖, 𝑗 ,𝑘
𝑖≠ 𝑗 ,𝑖≠𝑘

𝑝𝑖𝑝 𝑗 𝑝
2
𝑘

(4.24)

Again, the first term of Eq. 4.24 simplifies to

𝑁ch∑︁
𝑖
𝑖≠ 𝑗

𝑝𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)3

=

𝑁ch∑︁
𝑖

𝑝𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)3

−
𝑁ch∑︁
𝑖

𝑝4
𝑖 − 3

𝑁ch∑︁
𝑖, 𝑗
𝑖≠ 𝑗

𝑝3
𝑖 𝑝 𝑗 − 3

𝑁ch∑︁
𝑖, 𝑗
𝑖≠ 𝑗

𝑝2
𝑖 𝑝

2
𝑗 − 3

𝑁ch∑︁
𝑖, 𝑗 ,𝑘
𝑖≠ 𝑗≠𝑘

𝑝2
𝑖 𝑝 𝑗 𝑝𝑘

=

(
𝑁ch∑︁
𝑖

𝑝𝑖

)4

−
𝑁ch∑︁
𝑖

𝑝4
𝑖 − 3

(
𝑁ch∑︁
𝑖, 𝑗

𝑝3
𝑖 𝑝 𝑗 −

𝑁ch∑︁
𝑖

𝑝4
𝑖

)
− 3

(
𝑁ch∑︁
𝑖, 𝑗

𝑝2
𝑖 𝑝

2
𝑗 −

𝑁ch∑︁
𝑖

𝑝4
𝑖

)
− 3

𝑁ch∑︁
𝑖

𝑖≠ 𝑗≠𝑘

𝑝2
𝑖 𝑝 𝑗 𝑝𝑘

(4.25)

The last term of Eq. 4.25 reduces to

𝑁ch∑︁
𝑖

𝑖≠ 𝑗≠𝑘

𝑝2
𝑖 𝑝 𝑗 𝑝𝑘 =

𝑁ch∑︁
𝑖

𝑖≠ 𝑗 ,𝑖≠𝑘

𝑝2
𝑖

©­­­«
𝑁ch∑︁
𝑗 ,𝑘
𝑗≠𝑘

𝑝 𝑗 𝑝𝑘

ª®®®¬ =

𝑁ch∑︁
𝑖

𝑖≠ 𝑗 ,𝑖≠𝑘

𝑝2
𝑖

©­«
𝑁ch∑︁
𝑗 ,𝑘

𝑝 𝑗 𝑝𝑘 −
𝑁ch∑︁
𝑗

𝑝2
𝑗

ª®¬
=

𝑁ch∑︁
𝑖
𝑖≠ 𝑗

𝑝2
𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)2

−
𝑁ch∑︁
𝑖
𝑖≠ 𝑗

𝑝2
𝑖 𝑝

2
𝑗

(4.26)
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where,

𝑁ch∑︁
𝑖,𝑖≠ 𝑗

𝑝2
𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)2

=

𝑁ch∑︁
𝑖

𝑝2
𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)2

−
𝑁ch∑︁
𝑖

𝑝4
𝑖 − 2

𝑁ch∑︁
𝑖, 𝑗 ,𝑖≠ 𝑗

𝑝𝑖𝑝
3
𝑗

=

𝑁ch∑︁
𝑖

𝑝2
𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)2

−
𝑁ch∑︁
𝑖

𝑝4
𝑖 − 2

(
𝑁ch∑︁
𝑖, 𝑗

𝑝𝑖𝑝
3
𝑗 −

𝑁ch∑︁
𝑖

𝑝4
𝑖

)
=

𝑁ch∑︁
𝑖

𝑝2
𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)2

+
𝑁ch∑︁
𝑖

𝑝4
𝑖 − 2

𝑁ch∑︁
𝑖, 𝑗

𝑝𝑖𝑝
3
𝑗

(4.27)

Therefore,

𝑁ch∑︁
𝑖

𝑖≠ 𝑗≠𝑘

𝑝2
𝑖 𝑝 𝑗 𝑝𝑘 =


𝑁ch∑︁
𝑖

𝑝2
𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)2

+
𝑁ch∑︁
𝑖

𝑝4
𝑖 − 2

𝑁ch∑︁
𝑖, 𝑗

𝑝𝑖𝑝
3
𝑗

 −
(
𝑁ch∑︁
𝑖, 𝑗

𝑝2
𝑖 𝑝

2
𝑗 −

𝑁ch∑︁
𝑖

𝑝4
𝑖

)

=

𝑁ch∑︁
𝑖

𝑝2
𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)2

+ 2
𝑁ch∑︁
𝑖

𝑝4
𝑖 − 2

𝑁ch∑︁
𝑖, 𝑗

𝑝𝑖𝑝
3
𝑗 −

𝑁ch∑︁
𝑖, 𝑗

𝑝2
𝑖 𝑝

2
𝑗

(4.28)

So, the first term of Eq. 4.24 finally becomes

𝑁ch∑︁
𝑖
𝑖≠ 𝑗

𝑝𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)3

=

(
𝑁ch∑︁
𝑖

𝑝𝑖

)4

−
𝑁ch∑︁
𝑖

𝑝4
𝑖 − 3

(
𝑁ch∑︁
𝑖, 𝑗

𝑝3
𝑖 𝑝 𝑗 −

𝑁ch∑︁
𝑖

𝑝4
𝑖

)
− 3

(
𝑁ch∑︁
𝑖, 𝑗

𝑝2
𝑖 𝑝

2
𝑗 −

𝑁ch∑︁
𝑖

𝑝4
𝑖

)

− 3

𝑁ch∑︁
𝑖

𝑝2
𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)2

+ 2
𝑁ch∑︁
𝑖

𝑝4
𝑖 − 2

𝑁ch∑︁
𝑖, 𝑗

𝑝𝑖𝑝
3
𝑗 −

𝑁ch∑︁
𝑖, 𝑗

𝑝2
𝑖 𝑝

2
𝑗


=

(
𝑁ch∑︁
𝑖

𝑝𝑖

)4

−
𝑁ch∑︁
𝑖

𝑝4
𝑖 + 3

𝑁ch∑︁
𝑖, 𝑗

𝑝3
𝑖 𝑝 𝑗 − 3

𝑁ch∑︁
𝑖

𝑝2
𝑖

(
𝑁ch∑︁
𝑗

𝑝 𝑗

)2

= 𝑄4
1 −𝑄4 + 3𝑄3𝑄1 − 3𝑄2

1𝑄2

(4.29)

Furthermore, the second term of Eq. 4.24 is equal to

𝑁ch∑︁
𝑖, 𝑗
𝑖≠ 𝑗

𝑝𝑖𝑝
3
𝑗 =

𝑁ch∑︁
𝑖, 𝑗

𝑝𝑖𝑝
3
𝑗 −

𝑁ch∑︁
𝑖

𝑝4
𝑖 =

𝑁ch∑︁
𝑖

𝑝𝑖

𝑁ch∑︁
𝑗

𝑝3
𝑗 −

𝑁ch∑︁
𝑖

𝑝4
𝑖 = 𝑄1𝑄3 −𝑄4 (4.30)
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and, the last term of Eq. 4.24 is equal to

𝑁ch∑︁
𝑖, 𝑗 ,𝑘
𝑖≠ 𝑗 ,𝑖≠𝑘

𝑝𝑖𝑝 𝑗 𝑝
2
𝑘 =

𝑁ch∑︁
𝑖, 𝑗 ,𝑘

𝑝𝑖𝑝 𝑗 𝑝
2
𝑘 −

𝑁ch∑︁
𝑖, 𝑗

𝑝3
𝑖 𝑝 𝑗 −

𝑁ch∑︁
𝑖, 𝑗

𝑝2
𝑖 𝑝

2
𝑗 +

𝑁ch∑︁
𝑖

𝑝4
𝑖

=

(
𝑁ch∑︁
𝑖

𝑝𝑖

)2 𝑁ch∑︁
𝑗

𝑝2
𝑗 −

𝑁ch∑︁
𝑖

𝑝𝑖

𝑁ch∑︁
𝑗

𝑝3
𝑗 −

(
𝑁ch∑︁
𝑖

𝑝2
𝑖

)2

+
𝑁ch∑︁
𝑖

𝑝4
𝑖

= 𝑄2
1𝑄2 −𝑄1𝑄3 −𝑄2

2 +𝑄4

(4.31)

Eq. 4.24 henceforth reduces to

𝑁ch∑︁
𝑖, 𝑗 ,𝑘,𝑙
𝑖≠ 𝑗≠𝑘≠𝑙

𝑝𝑖𝑝 𝑗 𝑝𝑘 𝑝𝑙

= (𝑄4
1 −𝑄4 + 3𝑄3𝑄1 − 3𝑄2

1𝑄2) + 2(𝑄1𝑄3 −𝑄4) − 3(𝑄2
1𝑄2 −𝑄1𝑄3 −𝑄2

2 +𝑄4)

= 𝑄4
1 − 6𝑄4 + 8𝑄1𝑄3 − 6𝑄2

1𝑄2 + 3𝑄2
2

(4.32)

Using Eq. 4.32, Eq. 4.20 and Eq. 4.12 in Eq. 4.23, the numerator of the 4-particle 𝑝T in

Eq. 4.22 reduces to

𝑁ch∑︁
𝑖, 𝑗 ,𝑘,𝑙
𝑖≠ 𝑗≠𝑘≠𝑙

(𝑝𝑖 − ⟨⟨𝑝T⟩⟩)(𝑝 𝑗 − ⟨⟨𝑝T⟩⟩)(𝑝𝑘 − ⟨⟨𝑝T⟩⟩)(𝑝𝑙 − ⟨⟨𝑝T⟩⟩)

= (𝑄4
1 − 6𝑄4 + 8𝑄1𝑄3 − 6𝑄2

1𝑄2 + 3𝑄2
2) − 4⟨⟨𝑝T⟩⟩(𝑁ch − 3) (𝑄3

1 − 2𝑄3 − 3𝑄1𝑄2)

+ 6⟨⟨𝑝T⟩⟩2(𝑁ch − 3) (𝑁ch − 2) (𝑄2
1 −𝑄2) − 4(𝑁ch − 3) (𝑁ch − 2) (𝑁ch − 1)⟨⟨𝑝T⟩⟩3𝑄1

+ ⟨⟨𝑝T⟩⟩4(𝑁ch − 3) (𝑁ch − 2) (𝑁ch − 1)𝑁ch

(4.33)
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Therefore, Eq. 4.22 finally leads to

⟨Δ𝑝𝑖Δ𝑝 𝑗Δ𝑝𝑘Δ𝑝𝑙⟩

=

〈∑𝑁ch
𝑖, 𝑗 ,𝑘,𝑙,𝑖≠ 𝑗≠𝑘≠𝑙

(𝑝𝑖 − ⟨⟨𝑝T⟩⟩)(𝑝 𝑗 − ⟨⟨𝑝T⟩⟩)(𝑝𝑘 − ⟨⟨𝑝T⟩⟩)(𝑝𝑙 − ⟨⟨𝑝T⟩⟩)
𝑁ch(𝑁ch − 1) (𝑁ch − 2) (𝑁ch − 3)

〉
ev

=

〈
𝑄4

1 − 6𝑄4 + 8𝑄1𝑄3 − 6𝑄2
1𝑄2 + 3𝑄2

2
𝑁ch(𝑁ch − 1) (𝑁ch − 2) (𝑁ch − 3)

〉
ev

− 4⟨⟨𝑝T⟩⟩
〈
𝑄3

1 − 3𝑄2𝑄1 + 2𝑄3

𝑁ch(𝑁ch − 1) (𝑁ch − 2

〉
ev

+ 6⟨⟨𝑝T⟩⟩2

〈
𝑄2

1 −𝑄2

𝑁ch(𝑁ch − 1)

〉
ev

− 4⟨⟨𝑝T⟩⟩3
〈
𝑄1

𝑁ch

〉
ev
+ ⟨⟨𝑝T⟩⟩4

=

〈
𝑄4

1 − 6𝑄4 + 8𝑄1𝑄3 − 6𝑄2
1𝑄2 + 3𝑄2

2
𝑁ch(𝑁ch − 1) (𝑁ch − 2) (𝑁ch − 3)

〉
ev

− 4

〈
𝑄3

1 − 3𝑄2𝑄1 + 2𝑄3

𝑁ch(𝑁ch − 1) (𝑁ch − 2

〉
ev

〈
𝑄1

𝑁ch

〉
ev

+ 6

〈
𝑄2

1 −𝑄2

𝑁ch(𝑁ch − 1)

〉
ev

〈
𝑄1

𝑁ch

〉2

ev
− 3

〈
𝑄1

𝑁ch

〉4

ev

(4.34)



Chapter 5
Radial flow using 𝑣0(𝑝T)

Contents

5.1 Introduction and motivation . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.2 Observable and methodology . . . . . . . . . . . . . . . . . . . . . . . . 118
5.3 Hydrodynamic predictions . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.4 Analysis details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.5 Results and discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

The study of collective motion within the hot and dense medium created in relativis-

tic heavy-ion collisions offers key insights into the properties of the quark–gluon plasma

(QGP). Among various collective phenomena, radial flow refers to the isotropic outward

expansion of the medium, which strongly influences the transverse momentum (𝑝T) spectra

of the emitted particles. In this chapter, radial flow is investigated through the observable

𝑣0(𝑝T), and we present the first measurement of 𝑣0(𝑝T) for inclusive charged particles, pi-

ons, kaons, and protons across different centralities in Pb−Pb collisions at√𝑠NN = 5.02 TeV.

These measurements provide a new means to study radial flow in a 𝑝T-differential way,
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and to probe its dependence on particle mass and collision centrality. The chapter begins

with the motivation and definition of the observable, then details the analysis methodology,

followed by results and their comparison across particle species and centralities. Finally,

the implications of these findings are discussed in the context of hydrodynamic descriptions

of heavy-ion collisions.

5.1 Introduction and motivation

Radial flow emerges as a fundamental feature of the collective expansion of the QGP, driven

by the system’s overall pressure buildup early in the collision evolution. It manifests as a

common outward push imparted to all particles. When the system cools to the point of

kinetic freeze-out, particles decouple from the medium and their momentum distributions

retain the combined imprints of thermal motion and collective expansion. A commonly

used framework to describe this stage is the Boltzmann-Gibbs blast-wave model [1], which

provides a simplified, hydrodynamics-inspired picture. In this model, the 𝑝T spectra of the

emitted particles are governed by two key parameters: the average transverse expansion

velocity (⟨𝛽T⟩), which encodes the strength of the collective flow, and the kinetic freeze-out

temperature (𝑇kin), which characterizes the thermal conditions of the medium at decoupling.

The interplay of these two parameters determines the shape of final 𝑝T spectra of particles.

Figure 5.1 demonstrates the impact of these effects on the 𝑝T distributions for pions, kaons,

and protons, obtained using the blast-wave model. The dashed blue lines correspond to a

scenario without radial flow (⟨𝛽T⟩ = 0), leading to steep, thermal-like spectra that fall off

rapidly at higher 𝑝T. In contrast, the solid orange lines (⟨𝛽T⟩ = 0.5) represent strong radial

flow, resulting in noticeably flatter 𝑝T distributions. The effect is especially pronounced

for heavier particles, such as protons, which acquire a larger momentum boost from the
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collective flow, compared to lighter ones.

Figure 5.1: Blast-wave model predictions for the transverse momentum (𝑝T) spectra of pions,
kaons, and protons, shown for two scenarios: without radial flow (⟨𝛽T⟩ = 0, dashed
blue line) and with significant radial flow (⟨𝛽T⟩ = 0.5, solid orange line).

Traditional methods for characterizing radial flow in experimental data rely on the

simultaneous fitting of measured 𝑝T spectra for different hadron species using the blast-

wave model [2, 3]. This procedure yields a single, 𝑝T-integrated value of the average

transverse expansion velocity (⟨𝛽T⟩) for each centrality class. However, because ⟨𝛽T⟩

encapsulates only the overall strength of the radial flow, it does not directly capture 𝑝T-

differential phenomena such as the mass ordering of the flow harmonics, 𝑣𝑛 (𝑝T), at low 𝑝T,

nor the baryon-meson splitting observed at intermediate 𝑝T. Also, inclusive 𝑝T spectrum

analyses do not generally suppress short-range pseudorapidity (𝜂) correlations, which

often arise from processes like resonance decays and near-side jets. Such correlations are

termed nonflow, as they do not originate from genuine hydrodynamic collective behavior.

To address these limitations, the 𝑣0(𝑝T) observable was developed [4], that emerged as

a powerful tool for probing radial flow in a more differential manner. By measuring

correlations between event-wise mean 𝑝T and particle yields in individual 𝑝T bins, and

suppressing nonflow via 𝜂 gap, 𝑣0(𝑝T) enables direct investigation of radial flow features

across particle species and collision centralities, that are inaccessible with traditional
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methods using 𝑝T spectra.

5.2 Observable and methodology

Following the definition provided in Ref. [4], the observable 𝑣0(𝑝T) is expressed as

𝑣0(𝑝T) =
⟨𝛿 𝑓 (𝑝T) 𝛿[𝑝T]⟩
⟨ 𝑓 (𝑝T)⟩ 𝜎[𝑝T]

, (5.1)

where angle brackets ⟨...⟩ denote an average over events and square brackets [...] denote

an average over particles within a single event. The quantity 𝑓 (𝑝T) = 𝑛(𝑝T)∫
𝑝T
𝑛(𝑝T)

represents

the fraction of particles in each 𝑝T bin relative to the total number of particles in that

event1, 𝛿 𝑓 (𝑝T) = 𝑓 (𝑝T) − ⟨ 𝑓 (𝑝T)⟩ represents the deviation of 𝑓 (𝑝T) in that 𝑝T bin from

its ensemble average, [𝑝T] is the event-wise mean 𝑝T, and 𝛿[𝑝T] = [𝑝T] − ⟨[𝑝T]⟩ denotes

the deviation of mean 𝑝T of a single event from its ensemble average. The quantity 𝜎[𝑝T]

is the standard deviation of the event-wise mean 𝑝T given by

𝜎[𝑝T] =
√︃
⟨[𝑝T]2⟩ − ⟨[𝑝T]⟩2. (5.2)

Figure 5.2: Schematic illustration of the sub-event method with a pseudorapidity gap (Δ𝜂 = 0.4).
Regions A (−0.8 < 𝜂 < −0.2) and B (0.2 < 𝜂 < 0.8) are separated to suppress nonflow
effects from short-range correlations in the measurement.

To suppress nonflow contributions and better isolate collective effects, the sub-event

method is employed in the measurement of 𝑣0(𝑝T). In this approach, the event is divided
1Here, 𝑛(𝑝T) is the number of particles in a single event falling into a given 𝑝T bin, and

∫
𝑝T
𝑛(𝑝T)

denotes the total multiplicity of that event.
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into two pseudorapidity regions (sub-events, illustrated in Fig. 5.2), ensuring a sufficient

separation in 𝜂 to reduce short-range correlations, and correlates 𝑓 (𝑝T) and mean 𝑝T in

distinct 𝜂 regions using the relation [5] given below

𝑣0(𝑝T) =
⟨ 𝑓A(𝑝T) [𝑝T]B⟩ − ⟨ 𝑓A(𝑝T)⟩⟨[𝑝T]B⟩

⟨ 𝑓A(𝑝T)⟩𝜎′
[𝑝T]

, (5.3)

where

𝜎′
[𝑝T] =

√︁
⟨[𝑝T]A [𝑝T]B⟩ − ⟨[𝑝T]A⟩⟨[𝑝T]B⟩. (5.4)

In Eq. 5.5, constituent terms are evaluated for all charged particles, and hence the

resulting value of 𝑣0(𝑝T) corresponds to that of inclusive charged particles (often referred

as ℎ±). To extend this measurement to identified particle species, the fraction 𝑓A(𝑝T

should be replaced by 𝑓A,𝑠 (𝑝T, where the subscript 𝑠 denotes the selected species (such as

pions, kaons, or protons). The corresponding expression for 𝑣0(𝑝T) for identified particles

becomes

𝑣0(𝑝T) =
⟨ 𝑓A,𝑠 (𝑝T) [𝑝T]B⟩ − ⟨ 𝑓A,𝑠 (𝑝T)⟩⟨[𝑝T]B⟩

⟨ 𝑓A,𝑠 (𝑝T)⟩𝜎′
[𝑝T]

, (5.5)

where [𝑝T] and 𝜎′
[𝑝T] continue to be computed for the inclusive charged-particles [4].

5.3 Hydrodynamic predictions

Hydrodynamic simulations reveal several distinctive features of 𝑣0(𝑝T):

(a) The sign of 𝑣0(𝑝T) varies with transverse momentum—it is negative at low 𝑝T

and positive at higher 𝑝T [4, 5]. This behavior stems from the relationship between

event-by-event mean-𝑝T fluctuations and the shape of the particle spectra, as illustrated in

Fig. 5.3. Events with an above-average mean 𝑝T (represented by green dashed line) show

an enhanced proportion of high-𝑝T particles and a reduced fraction of low-𝑝T ones, while

the reverse occurs for events with a below-average mean 𝑝T (represented by blue dashed



120 CHAPTER 5. RADIAL FLOW USING 𝑣0(𝑝T)

Figure 5.3: Illustration of how fluctuations in event-wise mean transverse momentum [𝑝T] influ-
ence the shape of the 𝑝T spectrum. Events with [𝑝T] < ⟨[𝑝T]⟩ (blue dashed line) and
[𝑝T] > ⟨[𝑝T]⟩ (green dashed line) show opposite changes in particle yields at low and
high 𝑝T, resulting in negative and positive correlations in 𝑣0(𝑝T) respectively.

line). In the former case, 𝛿[𝑝T] is positive, and 𝛿 𝑓 (𝑝T) is negative at low 𝑝T but positive

at high 𝑝T, resulting in correspondingly negative and positive correlations between these

quantities. Conversely, for the latter case with below-average mean 𝑝T, 𝛿[𝑝T] is negative,

and 𝛿 𝑓 (𝑝T) is positive at low 𝑝T and negative at high 𝑝T, again producing negative and

positive correlations but with reversed signs.

This sign-change behavior of 𝑣0(𝑝T) is also captured in a basic model [4] using expo-

nential 𝑝T spectra of the form d𝑁/d𝑝T = (2𝑝T𝑁) exp(−2𝑝T/[𝑝T])
[𝑝T]2 with fluctuating parameters,

𝑁 and [𝑝T]. In this model, the analytic result (given in Eq. 5.6) directly illustrates the sign

change driven by mean 𝑝T fluctuations (𝜎[𝑝T]).

𝑣0(𝑝T) ≈ 2
𝜎[𝑝T]
⟨[𝑝T]⟩

(
𝑝T

⟨[𝑝T]⟩
− 1

)
(5.6)

(b) For identified hadron species, 𝑣0(𝑝T) exhibits a distinct species-dependent pattern,

with a clear mass ordering [4, 5] as shown in Fig. 5.4.
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Figure 5.4: Transverse momentum dependence of 𝑣0(𝑝T) for inclusive charged particles (ℎ±), pions
(𝜋++𝜋−), kaons (𝐾++𝐾−), and protons (𝑝+𝑝) in Pb−Pb collisions at√𝑠NN = 5.02 TeV
for the 30−40% centrality interval. The figure is taken from Ref. [4].

This behavior can be described by the approximate relation,

𝑣0(𝑝T) ≈
𝜎[𝑝T]
⟨[𝑝T]⟩

(𝑝T − 𝑚T𝑣) , (5.7)

where 𝑣 denotes the velocity of the hydrodynamically expanding fluid, and𝑚T =

√︃
𝑝2

T + 𝑚2
0

is the transverse mass of particle[5]. This equation shows how the particle momentum and

mass combine with the fluid velocity to shape 𝑣0(𝑝T). The mass ordering of 𝑣0(𝑝T) is

similar to that observed for 𝑣2(𝑝T) and higher-order anisotropic flow harmonics [6–11],

underscoring that 𝑣0(𝑝T) effectively captures hydrodynamic effects in the evolving QGP

medium [5, 12–15].

(c) The magnitude of 𝑣0(𝑝T) exhibits a dependence on event centrality, scaling inversely

with the square root of the charged particle density, (
√︁

d𝑁ch/d𝜂) [4]. When normalized

by 𝑣0 = 𝜎[𝑝T]/⟨[𝑝T]⟩, which itself shows a similar inverse scaling, the ratio 𝑣0(𝑝T)/𝑣0

remains nearly invariant across different system sizes at fixed collision energy [5]. This
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universal scaling behavior reduces sensitivity to the absolute magnitude of event-by-event

fluctuations, analogous to the scaling observed in normalized anisotropic flow coefficients

𝑣𝑛 (𝑝T)/𝑣𝑛 [16].

(d) In addition, 𝑣0(𝑝T) provides sensitivity to the bulk properties of the medium,

particularly the bulk viscosity and the equation of state of QCD matter [5, 17]. Since it

reflects the radial expansion dynamics of the system, its response to bulk viscosity effects

is more pronounced, while the influence of shear viscosity is negligible [5]. This makes

𝑣0(𝑝T) a complementary observable to anisotropic flow coefficients, offering an additional

handle to constrain the thermodynamic and transport properties of the QGP.

5.4 Analysis details

This section outlines the key aspects of the analysis procedure used to extract 𝑣0(𝑝T) from

experimental data. We start by assessing the purity of the selected particle samples. Next,

we investigate how varying the pseudorapidity gap influences the measured observable.

Because 𝑣0(𝑝T) is insensitive to tracking and particle-identification (PID) inefficiencies,

no efficiency corrections are necessary. To verify the robustness of the observable, we

perform Monte Carlo (MC) closure tests. Finally, we detail the various sources of systematic

uncertainty and quantify their impact on the measurements.

5.4.1 Purity of selected particles

Accurate identification of particle species is essential for reliable measurement of 𝑣0(𝑝T). A

key quantity in this context is the purity, which measures the fraction of correctly identified

particles within a selected sample; higher purity values indicate reduced contamination

from misidentified species. The purity is calculated as a function of 𝑝T, and is defined
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as the ratio of the number of correctly identified particles to the total number of particles

selected by the PID procedure. Figure 5.5 presents the 𝑝T-dependent purity for pions (top

left), kaons (top right), and protons (bottom) in Pb−Pb collisions at √𝑠NN = 5.02 TeV,

within the kinematic acceptance used in the analysis. The results indicate excellent PID

performance: the purity exceeds 98% in 0.2 < 𝑝T < 6.0 GeV/𝑐, and 97% for protons in

0.4 < 𝑝T < 6.0 GeV/𝑐. For kaons, the purity remains above 95% up to 𝑝T = 4.0 GeV/𝑐,

and is close to 90% in the range 4.0 < 𝑝T < 6.0 GeV/𝑐.

Figure 5.5: Purity as a function of transverse momentum (𝑝T) for identified pions (top left), kaons
(top right), and protons (bottom) in Pb−Pb collisions at √𝑠NN = 5.02 TeV. Results
are shown separately for particles and antiparticles, selected within the acceptance
|𝜂 | < 0.8 and 0.2 < 𝑝T < 6.0 GeV/𝑐. The values, greater than 0.9 for kaons and close
to 1 for pions, and protons, indicate high sample purity for all particle species across
the measured 𝑝T intervals. Average purity values for each species are also noted in the
panels.



124 CHAPTER 5. RADIAL FLOW USING 𝑣0(𝑝T)

5.4.2 Effect of pseudorapidity-gap variation

A careful treatment of short-range correlations (nonflow effects) is important in order

to reliably separate them from the long-range collective contributions to 𝑣0(𝑝T). Such

correlations, originating from processes like resonance decays, near-side jets, and other

few-particle interactions, are typically confined within limited pseudorapidity (𝜂) intervals.

To explore their possible impact, the dependence of 𝑣0(𝑝T) on the pseudorapidity gap (Δ𝜂)

has been studied for different collision centralities. Figure 5.6 shows 𝑣0(𝑝T) for inclusive

charged particles as a function of 𝑝T with varying 𝜂-gap sizes (Δ𝜂 ranging from 0 to 1

in steps of 0.2) across three centrality intervals. For 𝑝T < 3 GeV/𝑐, the variation with

Figure 5.6: Dependence of 𝑣0(𝑝T) on the pseudorapidity gap (Δ𝜂) for inclusive charged particles
in Pb−Pb collisions at √𝑠NN = 5.02 TeV, shown for three centrality intervals: 10−20%,
30−40%, and 60−70%. Top panels display 𝑣0(𝑝T) for various Δ𝜂 values, while bottom
panels present the ratio with respect to zero gap (Δ𝜂 = 0), illustrating the suppression
of nonflow effects with the inclusion of 𝜂-gap, across different centralities. The figure
is taken from Ref. [18].

respect to Δ𝜂 = 0 is relatively small, within about 2% in central and semicentral collisions,

and up to 8% in peripheral events. At higher 𝑝T, differences of up to 15% are observed

between results with and without an 𝜂-gap in the peripheral collisions. Beyond Δ𝜂 = 0.2,

the results become largely independent of gap size, motivating the choice of Δ𝜂 = 0.4 as
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the default analysis setting. Variations with Δ𝜂 equals to 0.5 and 0.6 are used to estimate

related systematic uncertainties.

5.4.3 Monte Carlo closure of 𝑣0(𝑝T)

To verify that the observable 𝑣0(𝑝T) is not influenced by detector effects such as tracking

and PID efficiencies, a MC closure test was carried out. Events were generated using the

HĲING model [19, 20], and particle transport through the ALICE detector was simulated

with GEANT3 [21]. The simulated detector signals were then processed and reconstructed

using the same methods applied to the real experimental data. Figure 5.7 compares 𝑣0(𝑝T)

obtained from the original generated events with that from the reconstructed events for

inclusive charged particles across three centrality classes. The close agreement within un-

certainties shows that detector inefficiencies do not introduce significant bias in measuring

𝑣0(𝑝T). Although statistical fluctuations are noticeable, the strong correlation between the

generated and reconstructed results supports the robustness of this closure test.

Figure 5.7: Comparison of 𝑣0(𝑝T) obtained from generated events and corresponding reconstructed
ones for inclusive charged particles in Pb−Pb collisions at √𝑠NN = 5.02 TeV, simulated
with HĲING and ALICE detector modeling. Results are shown for three centrality
intervals (10−20%, 30−40%, and 60−70%). The close agreement between generated
and reconstructed values across all centrality classes demonstrates that detector effects
do not significantly bias the measurement of 𝑣0(𝑝T). The figure is taken from Ref. [18].
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5.4.4 Systematic uncertainty

The evaluation of systematic uncertainties in 𝑣0(𝑝T) follows the standard ALICE method-

ology for flow and fluctuation measurements. Systematic sources are quantified by varying

event selection, track selection, and particle identification (PID) criteria, as detailed in

Chapter 3. For each centrality interval and particle species, the uncertainties are computed

as a function of 𝑝T. Key sources include adjustments to vertex position cuts, pileup re-

jection, centrality determination, track quality criteria, and pseudorapidity-gap size. To

address uncertainties in centrality estimation, centrality classes are redefined based on the

charged-particle multiplicity distribution measured at midrapidity [22]. PID uncertainties

are estimated by varying the identification probability thresholds. Individual contributions

are considered statistically independent and and combined in quadrature to obtain the total

systematic uncertainty for each 𝑝T bin. A decomposition into correlated and uncorrelated

components is not performed, as this level of detail is not required for the present analysis

and is consistent with procedures used in previous flow measurements.

While every effort has been made to ensure a careful and comprehensive evaluation of

systematic effects, it is acknowledged that such estimates may still be subject to residual or

unaccounted sources of uncertainty. The methodology adopted here aims to be as rigorous

and transparent as possible, consistent with ALICE standards, and may be further refined

as future analyses benefit from improved detector understanding, upgraded calibration

techniques, and higher-statistics data sets.

The resulting systematic uncertainties (absolute values) for inclusive charged hadrons,

pions, kaons, and protons are shown in Figs. 5.8–5.11 as a function of 𝑝T for centrality

classes 10–20%, 30–40%, and 60–70%. For all particle species, the total uncertainty

slightly increases with 𝑝T and tends to be larger in more peripheral collisions. While
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Figure 5.8: Systematic uncertainties (absolute value) in the measurement of 𝑣0(𝑝T) for inclusive
charged particles in Pb–Pb collisions at √𝑠NN = 5.02 TeV as a function of 𝑝T in three
centrality classes (10–20%, 30–40%, and 60–70%). The contributions from individual
sources, including centrality estimation, pileup rejection, tracking quality cuts (fit of
TPC 𝜒2, ITS 𝜒2, filter bit selection that controls DCA, TPC crossed rows), primary
vertex position (𝑉𝑧), minimum pseudorapidity-gap (𝜂min), and the total combined
uncertainty, are shown separately.

uncertainties from centrality determination and variation of track DCA dominate for inclu-

sive charged hadrons, PID-related contributions become significant for identified particles,

particularly pions. The centrality-related uncertainties are largest in the 60–70% interval,

primarily due to the reduced particle multiplicity, which leads to poorer centrality reso-

lution and consequently larger event classification fluctuations. Overall, the systematic

uncertainties remain sufficiently small to ensure robustness of the physics conclusions

drawn from the data. For instance, in the 30−40% centrality interval, the 𝑝T-averaged total

systematic uncertainties are approximately 3.8% for inclusive charged particles, 17.7% for

pions, 13.9% for kaons, and 16.2% for protons.

5.5 Results and discussions

5.5.1 𝑣0(𝑝T) measurements

Figure 5.12 shows the centrality dependence of 𝑣0(𝑝T) for inclusive charged particles in

three representative centrality intervals: 10−20% (central), 30−40% (semicentral), and
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Figure 5.9: Systematic uncertainties (absolute value) in the measurement of 𝑣0(𝑝T) for pions in
Pb–Pb collisions at√𝑠NN = 5.02 TeV as a function of 𝑝T in three centrality classes (10–
20%, 30–40%, and 60–70%). The contributions from individual sources, including
centrality estimation, pileup rejection, tracking quality cuts (fit of TPC 𝜒2, ITS 𝜒2,
filter bit selection that controls DCA, TPC crossed rows), primary vertex position
(𝑉𝑧), particle identification (PID), minimum pseudorapidity-gap (𝜂min), and the total
combined uncertainty, are shown separately.

Figure 5.10: Systematic uncertainties (absolute value) in the measurement of 𝑣0(𝑝T) for kaons
in Pb–Pb collisions at √

𝑠NN = 5.02 TeV as a function of 𝑝T in three centrality
classes (10–20%, 30–40%, and 60–70%). The contributions from individual sources,
including centrality estimation, pileup rejection, tracking quality cuts (fit of TPC 𝜒2,
ITS 𝜒2, filter bit selection that controls DCA, TPC crossed rows), primary vertex
position (𝑉𝑧), particle identification (PID), minimum pseudorapidity-gap (𝜂min), and
the total combined uncertainty, are shown separately.
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Figure 5.11: Systematic uncertainties (absolute value) in the measurement of 𝑣0(𝑝T) for protons
in Pb–Pb collisions at √

𝑠NN = 5.02 TeV as a function of 𝑝T in three centrality
classes (10–20%, 30–40%, and 60–70%). The contributions from individual sources,
including centrality estimation, pileup rejection, tracking quality cuts (fit of TPC 𝜒2),
ITS 𝜒2, filter bit selection that controls DCA, TPC crossed rows), primary vertex
position (𝑉𝑧), particle identification (PID), minimum pseudorapidity-gap (𝜂min), and
the total combined uncertainty, are shown separately.

60−70% (peripheral). Across all centralities, 𝑣0(𝑝T) is found to be negative for 𝑝T below

0.8 GeV/𝑐, reflecting an anti-correlation between event-by-event fluctuations in mean 𝑝T

and 𝑝T spectra of particles, as discussed in Sec. 5.3. As 𝑝T increases up to 4.0 GeV/𝑐,

𝑣0(𝑝T) rises approximately linearly, with the slope becoming steeper from central to more

peripheral collisions. This behavior is consistent with the theoretical predictions [4], and

can be attributed to the growing magnitude of mean-𝑝T fluctuations when moving from

more central to peripheral collisions (see Eq. 5.6). Beyond 𝑝T = 4.0 GeV/𝑐, the linear rise

in 𝑣0(𝑝T) weakens, particularly in central and semicentral collisions, whereas peripheral

collisions exhibit a more gradual change.

To interpret these trends, comparisons are made with results from the hydrodynamic

framework of IP-Glasma+MUSIC+UrQMD, which reliably reproduces several ALICE ex-

perimental measurements, including multiplicity, mean 𝑝T, and flow coefficients [23] as

shown in Appendix. This state-of-the-art framework models the full evolution of the colli-

sion system, starting from fluctuating initial conditions provided by IP-Glasma [24], which

encodes gluon saturation effects and early-time energy density fluctuations, through the vis-
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Figure 5.12: Transverse momentum dependence of 𝑣0(𝑝T) for inclusive charged particles in Pb−Pb
collisions at √

𝑠NN = 5.02 TeV. The measurements for three centrality intervals
10−20% (top-left), 30−40% (top-right), and 60−70% (bottom-left) are compared
to expectations from HĲING [19] and IP-Glasma+MUSIC+UrQMD [23] models.
The bottom right panel presents the normalized ratio 𝑣0(𝑝T)/𝑣0 as a function of
𝑝T for the three centrality intervals. Statistical uncertainties are shown as bars and
systematic uncertainties as boxes. The figure is taken from Ref. [18].

cous hydrodynamic expansion simulated by MUSIC [25], and finally the hadronic rescat-

tering and freeze-out phase handled by UrQMD [26, 27]. The inclusion of temperature-

dependent transport coefficients, such as the specific shear and bulk viscosities, allows the

model to realistically capture the dynamic response of the medium, while the equation of

state based on lattice QCD calculations [28] ensures a faithful representation of the phase

transition from quark-gluon plasma to hadronic matter. Across all centralities, the model

accurately reproduces the data at low 𝑝T (𝑝T < 2.0 GeV/𝑐), where collective flow governs

particle emission patterns. In this regime, the observed momentum correlations arise nat-
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urally from the hydrodynamic expansion of the system, that convert initial spatial energy

density fluctuations into collective outward motion. However, at higher 𝑝T, deviations

between model predictions and experimental data arise, indicating that hydrodynamics

alone may not fully capture all relevant physics in this region. Effects such as jet-medium

interactions and other non-collective processes are likely to play an increasingly important

role [29, 30].

In addition to hydrodynamic calculations, comparisons are made with the HĲING

model [19, 20] to provide a baseline for non-collective particle production. HĲING ac-

counts for processes such as mini-jet production, resonance decays, and nuclear shadowing

but does not include collective flow dynamics. It qualitatively reproduces high-𝑝T particle

yields originating from initial hard scatterings, but underestimates the particle yields and

average transverse momentum at low 𝑝T due to the absence of flow. As a result, HĲING

completely fails to describe the behavior of 𝑣0(𝑝T) in central and semicentral collisions,

particularly at low 𝑝T where the collective expansion of the medium is a dominant effect.

In contrast, for peripheral collisions characterized by smaller system size and lower energy

density, HĲING successfully captures the general trends and magnitude of the data up

to high 𝑝T, indicating a stronger influence of hard scatterings and jet production in these

conditions.

The scaled observable 𝑣0(𝑝T)/𝑣0 is shown as a function of 𝑝T for the three centrality

intervals in the bottom right panel of Fig. 5.12. In central and semicentral collisions,

the data points converge onto a single curve, demonstrating that the normalization by 𝑣0

effectively cancels the centrality-dependent variation of 𝑣0(𝑝T). This trend also agrees

with the theoretical expectations discussed in Sec. 5.3. However, for peripheral collisions,

slight deviations from this scaling become apparent at 𝑝T > 5 GeV/𝑐, signaling a growing

impact of processes beyond collective flow, such as back-to-back jet production and mini-
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jet fragmentation. The qualitatively similar trends observed between the data and HĲING

model predictions in this regime further support the interpretation that non-collective effects

contribute significantly to the observed deviations.
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Figure 5.13: Transverse momentum dependence of 𝑣0(𝑝T) for pions (𝜋±), kaons (K±), and protons
(p(p̄)) in Pb−Pb collisions at √𝑠NN = 5.02 TeV. Measurements for three centrality
intervals, 10−20% (left), 30−40% (middle), and 60−70% (right), are compared with
HĲING [19] and IP-Glasma+MUSIC+UrQMD [23] models. Statistical uncertainties
are shown as bars and systematic uncertainties as boxes. The lower panels present
the normalized difference between data and models, (Data-Model)/𝜎. The figure is
taken from Ref. [18].

Figure 5.13 presents the variation of 𝑣0(𝑝T) with 𝑝T up to 6 GeV/𝑐 for pions, kaons, and

protons across three centrality classes. The overall 𝑝T dependence of individual hadron

species closely follows that seen for inclusive charged hadrons. At low 𝑝T (below 3 GeV/𝑐),

a clear mass ordering is observed with heavier particles exhibiting smaller values of 𝑣0(𝑝T),

i.e., 𝑣0(𝑝T)pions > 𝑣0(𝑝T)kaons > 𝑣0(𝑝T)protons. This behavior is consistent with the predic-

tions from hydrodynamic calculations, reflecting the collective hydrodynamic expansion of

the medium [5, 14, 15]. Above 𝑝T = 3 GeV/𝑐, protons exhibit a larger 𝑣0(𝑝T) than pions and

kaons, which themselves are consistent within uncertainties. This behavior is analogous to
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the baryon-meson splitting observed for anisotropic flow coefficients at RHIC and LHC [7–

11]. and suggests quark recombination as the dominant particle production mechanism at

intermediate 𝑝T. The splitting is strongest in central (10–20%) and negligible in peripheral

(60–70%) collisions, which may reflect system-size effects—with larger, denser systems

favoring recombination and smaller ones being dominated by fragmentation [31].

The measurements for the three hadron species are also compared with hydrodynamic

model predictions. The IP-Glasma+MUSIC+UrQMD model successfully reproduces the

observed mass-dependence of 𝑣0(𝑝T) across all centralities, with protons described ac-

curately up to about 3 GeV/𝑐. Kaons and pions data are described up to approximately

2 GeV/𝑐 and 1.5 GeV/𝑐, respectively, beyond which deviations become increasingly signifi-

cant. In contrast, the HĲING model fails to capture essential features of the data: it neither

reproduces the characteristic mass ordering due to collective flow nor the baryon-meson

separation at higher 𝑝T. For peripheral collisions, HĲING qualitatively matches the pion

trend but overestimates for kaons and protons, especially at low 𝑝T.

When 𝑣0(𝑝T) is scaled by the number of constituent quarks (𝑛𝑞) and plotted against

the transverse kinetic energy per quark, (𝑚T −𝑚0)/𝑛𝑞, the results from all particle species

approximately converge onto a single curve, as shown in Fig. 5.14, demonstrating the

quark number scaling (NCQ scaling) behavior. This scaling is a signature of partonic

collectivity—indicating that the quarks were flowing collectively before hadronization and

subsequently combine (recombine) into hadrons, preserving this flow pattern.

5.5.2 Sensitivity to transport and thermodynamic properties

In this section, we illustrate the sensitivity of 𝑣0(𝑝T) to transport coefficients of QGP

medium, QCD equation of state (EOS), and initial conditions of heavy-ion collisions, using

the measurements for the representative centrality interval, 10−20%. The data shown in the
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Figure 5.14: The 𝑣0(𝑝T) values for pions (𝜋±), kaons (K±), and protons (p(p̄)) are scaled by
the number of constituent quarks (𝑛𝑞), and displayed as a function of transverse
kinetic energy per constituent quark, (𝑚T − 𝑚0)/𝑛𝑞, measured in Pb−Pb collisions
at √𝑠NN = 5.02 TeV. The results are presented for three centrality intervals: 10−20%
(left), 30−40% (middle), and 60−70% (right). The solid curve shows a smooth cubic
fit to the pion data, providing a clear representation of the overall trend. The figure is
taken from Ref. [18].

Figs. 5.15, 5.16, and 5.19, correspond to the same measurements presented in the top-left

panel of Fig. 5.12, but zoomed in on the low-𝑝T region.

A comparison of 𝑣0(𝑝T) for charged hadrons (ℎ±) against hydrodynamic model pre-

dictions under three different scenarios: (a) both shear viscosity (𝜂/𝑠) and bulk viscosity

(𝜂/𝑠) vary with temperature, (b) temperature-dependent 𝜂/𝑠 with 𝜁/𝑠 = 0, and (c) con-

stant 𝜂/𝑠 = 0.6 with 𝜁/𝑠 = 0, is shown in Fig. 5.15. Scenario (a) uses the identical

model setup as in Figs. 5.12 and 5.13. The temperature dependence of 𝜂/𝑠 and 𝜂/𝑠 over

the 150˘400 MeV range is detailed in Refs. [23, 32, 33]. Notably, scenarios (b) and (c),

both with 𝜁/𝑠 = 0, yield similar 𝑣0(𝑝T) predictions despite differing treatments of 𝜂/𝑠

(one is a temperature dependent function and other is constant). In contrast, scenario (a),

which includes temperature-dependent bulk viscosity 𝜁/𝑠, shows a distinct deviation. This

highlights that 𝑣0(𝑝T) is predominantly sensitive to 𝜁/𝑠, unlike other observables such
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as 𝑣𝑛 coefficients and 𝑝T-spectra, which respond to both shear and bulk viscosities. The

underlying reason behind the sensitivity of 𝑣0(𝑝T) to 𝜁/𝑠 is that 𝜁/𝑠 controls the system’s

resistance to isotropic expansion, affecting the development of radial flow. Hydrodynamic

calculations incorporating temperature-dependent 𝜁/𝑠 provide a better description of the

data at low 𝑝T, while the behavior at higher 𝑝T (above 1.2 GeV/𝑐) suggests the need for

further theoretical improvements.
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Figure 5.15: Transverse momentum dependence of 𝑣0(𝑝T) of inclusive charged particles in
10−20% central Pb−Pb collisions at √

𝑠NN = 5.02 TeV, compared to IP-
Glasma+MUSIC+UrQMD [23] calculations for variations in transport coefficients,
𝜂/𝑠 and 𝜁/𝑠. Statistical (systematic) uncertainties are represented by vertical bars
(boxes). The statistical uncertainties are also smaller than the marker size and thus
not visible. The figure is taken from Ref. [18].

Figure 5.16 presents a comparison between the same experimental measurements

and hydrodynamic model predictions employing three different equation of state (EOS)

parametrizations: EOS1, EOS2, and the lattice QCD (LQCD)-based EOS [28] (repre-
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Figure 5.16: Transverse momentum dependence of 𝑣0(𝑝T) of inclusive charged particles in
10−20% central Pb−Pb collisions at √

𝑠NN = 5.02 TeV, compared to IP-
Glasma+MUSIC+UrQMD [23] calculations for different equations of state (EOS).
Statistical (systematic) uncertainties are represented by vertical bars (boxes). The
statistical uncertainties are also smaller than the marker size and thus not visible. The
figure is taken from Ref. [18].

sented by the orange curve in the left panel). EOS1 and EOS2 are constructed for QCD

matter at zero net-baryon density using a Gaussian Process Regression model constrained

by LQCD calculations [17]. These EOS also incorporate transport coefficients (𝜂/𝑠 and

𝜁/𝑠) that comply with causality requirements in relativistic viscous hydrodynamics. Within

the temperature range of 150−250 MeV, EOS1 exhibits a notably higher squared speed of

sound, 𝑐2
𝑠 , compared to EOS2, with the LQCD-based EOS positioned between the two,

as shown in the right panel of Fig. 5.17. A larger 𝑐2
𝑠 leads to a faster and more uniform

expansion, which enhances the radial flow but suppresses its fluctuations, consequently

reducing the slope of 𝑣0(𝑝T) [17]. The dependence of the slope term of 𝑣0(𝑝T) scaled with
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√
𝑁ch, for the different EOS is shown in Fig. 5.18. Accordingly, the ordering of the slopes

is the inverse of that of 𝑐2
𝑠 , with slopeEOS2 > slopeLQCD > slopeEOS1. For 𝑝T < 1 GeV/𝑐,

𝑣0(𝑝T) remains largely insensitive to changes in the EOS, and model predictions agree well

with the data. However, above 1 GeV/𝑐, EOS2 tends to overestimate the measurements,

whereas EOS1 underestimates them, underscoring the sensitivity of 𝑣0(𝑝T) to the choice

of EOS. Overall, the LQCD-based EOS provides a better description of the experimental

data compared to the other two EOS. In summary, this study reveals that 𝑣0(𝑝T) above

1 GeV/𝑐 is sensitive to the QCD equation of state; the LQCD-based EOS best describes

data.

Figure 5.17: Squared speed of sound (𝑐2
𝑠) as a function of temperature (𝑇) for three QCD equations

of state: EOS1 (green dashed line), EOS2 (blue dash-dotted line), and the lattice
QCD-based HotQCD EOS (solid black line). The conformal limit (𝑐2

𝑠 = 1/3) is
indicated by the dotted orange line. This figure is taken from Ref. [17].

Figure 5.19 demonstrates the sensitivity of 𝑣0(𝑝T) to the initial energy density profile

by comparing hydrodynamic simulations conducted with and without subnucleonic fluc-

tuations in the initial conditions (IC). The IP-Glasma IC model incorporates fluctuations

across multiple length scales, originating from both nuclear geometry and the subnucleonic

parton distributions [23]. These spatial modifications in the IC affect the initial pressure
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Figure 5.18: Centrality dependence of the slope term of 𝑣0(𝑝T scaled with
√
𝑁ch for 0.2 < 𝑝T <

3.0 GeV/𝑐, comparing predictions from EOS1 (red dashed line), EOS2 (green dash-
dotted line), and the lattice QCD-based HotQCD EOS (solid black line). Shaded
bands indicate model uncertainties. This figure is taken from Ref. [17].

gradients, thereby affecting the evolution of radial flow and its associated fluctuations.

Simulations performed without subnucleonic fluctuations produce a noticeably steeper

𝑣0(𝑝T) slope, consistent with results obtained using the alternative initial-state TRENTo

model [34] as reported in Ref. [5]. In contrast, including subnucleonic fluctuations in the

IP-Glasma framework leads to a significantly improved agreement with experimental data,

underscoring the importance of initial-state spatial structures in shaping the observed radial

flow dynamics.

5.5.3 Blast-wave modelling of 𝑣0(𝑝T)

To get more insights from the 𝑣0(𝑝T) measurements and connect them with the conventional

observable of average transverse expansion velocity, ⟨𝛽T⟩, the Boltzmann-Gibbs Blast-

Wave (BGBW) model [1] is employed, as introduced in Sec. 5.1. This model characterizes

the momentum distributions at freeze-out for particles originating from a thermalized and

collectively expanding medium, using two principal parameters: ⟨𝛽T⟩ and𝑇kin. Henceforth,



5.5. RESULTS AND DISCUSSIONS 139

0.5 1 1.5 2 2.5
)c (GeV/

T
p

0.05−

0

0.05

0.1
)

T
p( 0

v

20%−Centrality: 10

IP-Glasma+MUSIC+UrQMD
IC w sub-nucleonic fluctuations
IC w/o sub-nucleonic fluctuations

 = 5.02 TeVNNsPb, −ALICE Pb

 = 0.4η∆| < 0.8, η|

Figure 5.19: Transverse momentum dependence of 𝑣0(𝑝T) of inclusive charged particles in
10−20% central Pb−Pb collisions at √

𝑠NN = 5.02 TeV, compared to IP-
Glasma+MUSIC+UrQMD [23] calculations for initial conditions (IC) with (w) and
without (w/o) sub-nucleonic fluctuations (right). Statistical (systematic) uncertainties
are represented by vertical bars (boxes). The statistical uncertainties are also smaller
than the marker size and thus not visible. The figure is taken from Ref. [18].

within this framework, the 𝑝T spectra of emitted particles are determined by:

𝐸
d3𝑁

d𝑝3 ∝
∫ 𝑅

0
𝑚T𝐼0

(
𝑝T sinh(𝜌)
𝑇kin

)
𝐾1

(
𝑚T cosh(𝜌)

𝑇kin

)
𝑟 d𝑟, (5.8)

where the transverse mass is 𝑚T =

√︃
𝑝2

T + 𝑚2
0, 𝐼0 and 𝐾1 denote modified Bessel functions,

and 𝑟 stands for the radial coordinate in the transverse plane [3]. This equation forms the

basis for our event-by-event BGBW simulations that generate 𝑝T spectra used to estimate

𝑣0(𝑝T). The profile of collective radial expansion, 𝜌, is captured through the following

parametrization [3]:

𝜌 = tanh−1 𝛽T(𝑟) = tanh−1
[( 𝑟
𝑅

)𝑛
𝛽𝑠

]
, (5.9)
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with 𝑅 as the fireball radius, 𝛽T(𝑟) as the local radial flow velocity, 𝛽𝑠 being the maximum

transverse velocity at the surface, and 𝑛 is known as the exponent, defining the velocity

profile shape. The average transverse expansion velocity ⟨𝛽T⟩ is then linked to the surface

velocity 𝛽𝑠 according to:

⟨𝛽T⟩ =
∫ 𝑅

0 𝛽T(𝑟) 𝑟 d𝑟∫ 𝑅

0 𝑟 d𝑟
=⇒ 𝛽𝑠 = ⟨𝛽T⟩

(
𝑛 + 2

2

)
. (5.10)

This equation allows one to determine the corresponding 𝛽𝑠 for a given ⟨𝛽T⟩. It is important

to note here that in the absence of any event-by-event dynamical fluctuations, 𝑣0(𝑝T) is

essentially zero, indicating that non-zero values are driven by variations in the underlying

freeze-out conditions. To realistically account for these event-by-event fluctuations in the

BGBW model, both𝑇kin and 𝛽𝑠 are treated as random variables following Gaussian distribu-

tions across events. Four distinct scenarios are investigated, each allowing for independent

variation of the mean or the event-by-event fluctuation width of these parameters:

(1) variation of the mean value of 𝛽𝑠 while keeping its width and 𝑇kin fixed,

(2) variation of the fluctuation width of 𝛽𝑠 while keeping its mean value and 𝑇kin fixed,

(3) variation of the mean value of 𝑇kin while keeping its width and 𝛽𝑠 constant, and

(4) variation of the fluctuation width of 𝑇kin while its mean value and 𝛽𝑠 are held fixed.

For each of these scenarios, event-by-event parameters are sampled and 𝑣0(𝑝T) for pions,

kaons, and protons are estimated. These configurations allow us to systematically study

the sensitivity of 𝑣0(𝑝T) to underlying collective dynamics and thermal fluctuations. In the

following sections, we discuss these results in detail.

Figure 5.20 shows the effect of varying the mean value of 𝛽𝑠, on the evolution of

𝑣0(𝑝T) for pions (left), kaons (middle), and protons (right). Four values of 𝛽𝑠, ranging

from 0.697 to 0.927, are considered at fixed 𝑇kin = 0.094 GeV and 𝛽𝑠 fluctuation width

𝜎(𝛽𝑠) = 0.006. It is observed for all particle species that 𝑣0(𝑝T) shifts from negative values
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at low 𝑝T to positive values beyond a certain threshold momentum, 𝑝T,sep, consistent with

earlier observations from both data and hydrodynamic calculations. As 𝛽𝑠 increases, 𝑝T,sep

also moves to higher values, thereby bringing the onset of positive 𝑣0(𝑝T) at larger 𝑝T,sep

values. This shift is strongest for protons, followed by kaons and then pions, reflecting

the mass dependence of radial flow: stronger radial flow enhances the separation in the

𝑣0(𝑝T) evolution among different hadron species. The left panel illustrates the pion

Figure 5.20: Transverse momentum dependence of 𝑣0(𝑝T) for pions (left), kaons (middle), and
protons (right), obtained from the blast-wave model incorporating Gaussian fluctu-
ations in the transverse expansion velocity at the surface. The kinetic freeze-out
temperature (𝑇kin) and the fluctuation width of the surface velocity 𝜎(𝛽𝑠) are fixed
at 0.094 GeV and 0.006, respectively, while the mean surface velocity 𝛽𝑠 is varied in
the range [0.697, 0.927]. The figure is taken from Ref. [35].

results, where 𝑣0(𝑝T) exhibits an almost linear increase across all 𝛽𝑠 values. For 𝑝T

below 1.5 GeV/𝑐, higher 𝛽𝑠 values correspond to a decrease in 𝑣0(𝑝T), while above 𝑝T =

1.5 GeV/𝑐, increasing 𝛽𝑠 enhances 𝑣0(𝑝T). The middle panel shows kaon results, which

display a more pronounced nonlinear dependence on 𝑝T with increasing 𝛽𝑠, compared to

that of pions. For 𝑝T < 2.5 GeV/𝑐, an increase in 𝛽𝑠 leads to a decrease in 𝑣0(𝑝T), exhibiting

a trend qualitatively similar to that observed for pions but with a more pronounced non-

linearity. The 𝑝T value at which 𝑣0(𝑝T) reverses its behavior and starts to rise with 𝛽𝑠 is

shifted to higher momenta compared to pions. After this transition point, 𝑣0(𝑝T) grows

more rapidly with 𝑝T as 𝛽𝑠 increases, though the overall change in magnitude remains
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relatively small. The right panel shows the results for protons, which demonstrates the most

significant nonlinear response to variations in 𝛽𝑠 among the three particle species examined.

When 𝛽𝑠 value is quite small, 𝑣0(𝑝T) increases almost linearly with 𝑝T. However, with

the increase in 𝛽𝑠, the evolution of 𝑣0(𝑝T) becomes progressively more nonlinear, even

exceeding the nonlinear effects observed for kaons. In the low-𝑝T region (𝑝T < 0.5 GeV/𝑐),

changes in 𝛽𝑠 value have little impact, but at higher 𝑝T (𝑝T > 1 GeV/𝑐), larger 𝛽𝑠 values

prominently suppress 𝑣0(𝑝T). A similar behavior is also observed for both pions and kaons.

Figure 5.21 presents 𝑣0(𝑝T) for variation in the 𝛽𝑠 fluctuation width, 𝜎(𝛽𝑠). The results

are again shown separately for pions (left), kaons (middle), and protons (right)While the

𝑇kin and the mean value of 𝛽𝑠 are fixed, 𝜎(𝛽𝑠) is systematically increased from 0.003

to 0.015. The results demonstrate a clear and significant influence of 𝜎(𝛽𝑠) on 𝑣0(𝑝T)

across all three particle species. As the magnitude of fluctuations in 𝛽𝑠 grows, there is

Figure 5.21: Transverse momentum dependence of 𝑣0(𝑝T) for pions (left), kaons (middle), and
protons (right), obtained from the blast-wave model incorporating Gaussian fluctu-
ations in the transverse expansion velocity at the surface. 𝑣0(𝑝T) of pions (left),
kaons (middle), and protons (right) in blast-wave model for Gaussian-fluctuations of
transverse expansion velocity at the surface. The kinetic freeze-out temperature (𝑇kin)
and mean value of fluctuations 𝛽𝑠 are kept fixed at 0.094 GeV and 0.897, respectively,
while the width 𝜎(𝛽𝑠) is varied in the range [0.003, 0.015] [35].

an overall enhancement in the absolute values of 𝑣0(𝑝T) both below and above the 𝑝T,sep.

This enhancement is more pronounced for 𝑝T above 𝑝T,sep, and the effect intensifies with
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increasing 𝑝T. Notably, the position of 𝑝T,sep, which marks the transition from negative to

positive values of 𝑣0(𝑝T), remains unchanged regardless of the fluctuation width.

Figure 5.22 demonstrates the impact of fluctuations in the 𝑇kin on the magnitude of

𝑣0(𝑝T). Here, 𝛽𝑠 is held constant at 0.897 and the fluctuation width of 𝑇kin is also set as

0.003 GeV, while the mean value of 𝑇kin is systematically varied. The response of pions

(left), kaons (middle), and protons (right) is explored over a 𝑇kin range from 0.064 GeV to

0.114 GeV. For 𝑝T below 𝑝T,sep, 𝑣0(𝑝T) remains largely insensitive to changes in𝑇kin, across

all three particle species. However, for 𝑝T above 𝑝T,sep, an increasing 𝑇kin causes a marked

reduction in 𝑣0(𝑝T), with the effect becoming more significant at higher 𝑝T. This behavior

indicates that higher kinetic temperatures, which correspond to enhanced thermal motion,

tend to smooth out fluctuations in the 𝑝T spectra, thereby diminishing the magnitude of

𝑣0(𝑝T). Additionally, the characteristic mass-dependent hierarchy and separation in 𝑣0(𝑝T)

Figure 5.22: Transverse momentum dependence of 𝑣0(𝑝T) for pions (left), kaons (middle), and
protons (right), obtained from the blast-wave model incorporating Gaussian fluctu-
ations in the transverse expansion velocity at the surface. 𝑣0(𝑝T) of pions (left),
kaons (middle), and protons (right) in blast-wave model for Gaussian-fluctuations of
kinetic freeze-out temperature. The transverse expansion velocity at the surface (𝛽𝑠)
and width of fluctuations 𝜎(𝑇kin) are kept fixed at 0.897 and 0.003 GeV, respectively,
while the mean value 𝑇kin is varied in the range [0.064, 0.114] GeV [35].

among the particle species remain mostly unchanged against variations in 𝑇kin. This is in

contrast with the more pronounced sensitivity to fluctuations in 𝛽𝑠 (variation in the mean
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value of 𝛽𝑠), which exert a stronger influence on these mass-dependent features.

Figure 5.23 presents the variation of 𝑣0(𝑝T) with 𝑝T for pions (left), kaons (middle),

and protons (right), focusing on the influence of 𝑇kin fluctuation width, 𝜎(𝑇kin). Here,

𝜎(𝑇kin) is varied between 0.003 GeV and 0.01 GeV, while 𝛽𝑠 is fixed at 0.897 and the

mean value of 𝑇kin is set to 0.094 GeV. The findings demonstrate a pronounced sensitivity

of 𝑣0(𝑝T) to changes in 𝜎(𝑇kin) for all three particle species, exhibiting trends similar to

those previously observed with 𝜎(𝛽𝑠) in Fig. 5.21. Increasing the fluctuation width leads

to an overall amplification in the magnitude of 𝑣0(𝑝T) both below and above 𝑝T,sep. This

enhancement is especially significant at higher 𝑝T values.

Figure 5.23: Transverse momentum dependence of 𝑣0(𝑝T) for pions (left), kaons (middle), and
protons (right) obtained from the blast-wave model incorporating Gaussian fluctua-
tions in the transverse expansion velocity at the surface. 𝑣0(𝑝T) of pions (left), kaons
(middle), and protons (right) in blast-wave model for Gaussian-fluctuations of kinetic
freeze-out temperature. The transverse expansion velocity at the surface (𝛽𝑠) and
mean value of fluctuations 𝑇kin are kept fixed at 0.897 and 0.094 GeV, respectively,
while the width 𝜎(𝑇kin) is varied in the range [0.003, 0.010] GeV [35].

Table 5.1 highlights how collective expansion and thermal motion influence the structure

of 𝑣0(𝑝T) within the BGBW model through variations of 𝛽𝑠, 𝑇kin, and their fluctuations.

While the blast-wave framework does not account for initial-state geometry or the full

dynamical evolution of the collision, it effectively captures the key physics behind mass

ordering observed in 𝑣0(𝑝T) and also its overall behavior. The results illustrate that radial
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flow and its event-by-event fluctuations, together with changes in the freeze-out temperature,

play a central role in shaping the 𝑝T-differential trends of 𝑣0(𝑝T) across particle species.

In summary, this blast-wave modelling demonstrates that event-by-event fluctuations in 𝛽𝑠

and 𝑇kin govern the observed species dependence of 𝑣0(𝑝T).

Table 5.1: Summary of the key findings from the blast-wave model investigation of 𝑣0(𝑝T) by
the variation of mean values for transverse expansion velocity (𝛽𝑠), kinetic freeze-out
temperature (𝑇kin), and their fluctuations (𝜎(𝛽𝑠) and 𝜎(𝑇kin)).

Parameter increased Observed trends

𝛽𝑠 (mean) Increases the difference in 𝑣0(𝑝T) between particle species (pronounced
mass ordering).
𝑣0(𝑝T) increases at high 𝑝T but decreases at low 𝑝T.
The separation momentum 𝑝T,sep shifts to higher values, with the effect
more pronounced for heavier particles.

𝜎(𝛽𝑠) Enhances 𝑣0(𝑝T) across the whole 𝑝T range.
No change is observed in the position of 𝑝T,sep.

𝑇kin (mean) No change in the difference in 𝑣0(𝑝T) between particle species.
𝑣0(𝑝T) decreases above 𝑝T,sep, while no change is seen below 𝑝T,sep.
The 𝑝T,sep increases more for lighter particles: maximal for pions and
negligible for protons.

𝜎(𝑇kin) Increases 𝑣0(𝑝T), particularly at high 𝑝T.
No change is observed in the position of 𝑝T,sep.

5.5.4 Extraction of blast-wave model parameters

The parameters of the blast-wave model, discussed in Sec. 5.5.3, were determined by com-

paring the model predictions of 𝑣0(𝑝T) for pions, kaons, and protons with the corresponding

experimental data in three centrality classes (10−20%, 30−40%, and 60−70%). The ex-

traction of these parameters was performed using a Bayesian inference framework, which

provides a probabilistic means to infer model parameters by combining prior knowledge

with observed data.
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In Bayesian inference, the goal is to estimate the posterior probability distribution of

the parameters, given by Bayes’ theorem:

𝑃(𝜃 |data) ∝ L(data|𝜃)𝑃(𝜃), (5.11)

where 𝑃(𝜃) is the prior distribution and L(data|𝜃) is the likelihood function that quantifies

the agreement between model predictions and experimental measurements. Assuming

Gaussian-distributed experimental uncertainties, the log-likelihood function used in this

analysis is given by

logL(data|𝜃) = −1
2

∑︁
particles

∑︁
𝑖

(
𝑣model

0 (𝑝𝑇,𝑖; 𝜃) − 𝑣data
0 (𝑝𝑇,𝑖)

𝜎𝑖

)2

(5.12)

where 𝜃 = {𝛽𝑠, 𝑇kin, 𝜎(𝛽𝑠), 𝜎(𝑇kin), 𝑛} denotes the parameter vector, 𝑣model
0 (𝑝T,𝑖; 𝜃) is the

blast-wave model prediction for the 𝑖-th 𝑝T bin, 𝑣data
0 (𝑝T,𝑖) is the corresponding experi-

mental measurement, and 𝜎𝑖 is the experimental uncertainty in the 𝑖-th bin. Here, the

outer summation runs over the three particle species (pions, kaons, and protons), and the

inner summation runs over the 𝑝T bins 𝑖. Maximizing this log-likelihood (equivalent to

minimizing chi-squared, 𝜒2 = −2logL) yields the most probable parameter estimates.

To efficiently sample the posterior distributions and quantify uncertainties, Markov

Chain Monte Carlo (MCMC) techniques were employed. This approach enables a detailed

exploration of the multidimensional parameter space and provides insight into parameter

correlations and credible intervals. The resulting posterior distributions for all fitted

parameters are presented in Figs. 5.24, 5.25, and 5.26.

Uniform, non-informative priors were defined within physically motivated ranges based

on kinetic freeze-out conditions established in previous heavy-ion studies at LHC energies.

The prior limits for 𝜎(𝑇kin) and 𝜎(𝛽𝑠) varied with centrality—0−0.02 GeV for 10−20%,

0−0.05 GeV for 30−40%, and 0−0.06 GeV for 60−70%—while the complete prior ranges
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used across all centralities are summarized in Table 5.2. Sensitivity tests involving a

moderate ±10 − 20%) expansion of these ranges confirmed that the posterior estimates

remained stable, indicating that the data predominantly constrained the parameters.

A common set of parameters was fitted simultaneously to the 𝑣0(𝑝T) distributions of

all three particle species within each centrality class. The fitting was performed over the

same 𝑝T intervals used for 𝑝T-spectra fitting [3]: 0.2−1 GeV/𝑐 for pions, 0.2−1.4 GeV/𝑐

for kaons, and 0.4−2.6 GeV/𝑐 for protons.

Table 5.2: Uniform prior ranges used for the blast-wave model parameters in the Bayesian analysis
of 𝑣0(𝑝T) for pions, kaons, and protons [35].

Model parameter Prior ranges
𝑛 [0.0, 2.0]
𝛽𝑠 [0.50, 0.92]
𝑇kin (GeV) [0.02, 0.30]
𝜎(𝛽𝑠) [0.0, 0.06]
𝜎(𝑇kin) (GeV) [0.0, 0.06]

In the 10−20% centrality interval, the Bayesian parameter estimation provides the fol-

lowing median values with 68% credible intervals: 𝛽𝑠 = 0.8929+0.0048
−0.0051,𝑇kin = 0.0863+0.0056

−0.0050

GeV,𝜎(𝛽𝑠) = 0.0056+0.0005
−0.0004, and𝜎(𝑇kin) = 0.0002+0.0002

−0.0001 GeV. These extracted values of 𝛽𝑠

and 𝑇kin agree with kinetic freeze-out parameters measured using 𝑝T spectra by ALICE [3].

Using these estimates, the blast-wave model predictions for 𝑣0(𝑝T) were generated and

compared with experimental data, as shown in Fig. 5.27. The lower panel of the figure

presents the residuals, calculated as (data - model)/𝜎data, where 𝜎data denotes the total

experimental uncertainty. Residual values close to zero indicate agreement, while fluc-

tuations within about 2𝜎 point to compatibility between the model and the data. This

comparison shows that the extracted blast-wave parameters provide a good description of

the measurements, with protons exhibiting the best agreement, followed by kaons and then

pions.
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Figure 5.24: The posterior distributions and parameter correlations for 𝑛, 𝛽𝑠, 𝑇kin, 𝜎(𝛽𝑠), and
𝜎(𝑇kin) using 𝑣0(𝑝T) measurements of pions, kaons, and protons for centrality classes
10−20%. The diagonal panels display the marginalized probability distributions of
individual parameters, while the off-diagonal panels show the 2D joint distributions
with contour levels indicating confidence regions. The plot suggests correlations
between some parameters, highlighting the uncertainties in their estimations. The
figure is taken from Ref. [35].
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Figure 5.25: The posterior distributions and parameter correlations for 𝑛, 𝛽𝑠, 𝑇kin, 𝜎(𝛽𝑠), and
𝜎(𝑇kin) using 𝑣0(𝑝T) measurements of pions, kaons, and protons for centrality classes
30−40%. The diagonal panels display the marginalized probability distributions of
individual parameters, while the off-diagonal panels show the 2D joint distributions
with contour levels indicating confidence regions. The plot suggests correlations
between some parameters, highlighting the uncertainties in their estimations [35].
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Figure 5.26: The posterior distributions and parameter correlations for 𝑛, 𝛽𝑠, 𝑇kin, 𝜎(𝛽𝑠), and
𝜎(𝑇kin) using 𝑣0(𝑝T) measurements of pions, kaons, and protons for centrality classes
60−70%. The diagonal panels display the marginalized probability distributions of
individual parameters, while the off-diagonal panels show the 2D joint distributions
with contour levels indicating confidence regions. The plot suggests correlations
between some parameters, highlighting the uncertainties in their estimations [35].
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Figure 5.27: Transverse momentum dependence of 𝑣0(𝑝T) of pions (left), kaons (middle), and
protons (right) in Pb−Pb collisions at√𝑠NN = 5.02 TeV for centrality interval 10−20%.
The measurements of ALICE (red marker) are compared to blast-wave predictions
obtained with the best-fit parameters. The bottom panels show the residual, n𝜎 =
(data − model)/errordata. The figure is taken from Ref. [35].

The extracted parameter values together with their uncertainties for all three centrality

classes are summarized in Table 5.3. Model-to-data comparisons for the 30−40% and

60−70% intervals are displayed in Figs. 5.28 and 5.29. A pronounced centrality dependence

of 𝛽𝑠 is evident from the extracted values. In central collisions (10−20%), 𝛽𝑠 reaches

∼0.893, consistent with strong collective expansion. Moving towards more peripheral

events, this value decreases gradually to ∼0.853 for 30−40% and further to ∼0.674 for

60−70%, indicating the expected reduction in radial flow strength as system size decreases.

Thus, Bayesian inference of the blast-wave parameters yields physically meaningful ranges

that not only reproduce the data but also provide quantitative constraints on freeze-out

conditions in heavy-ion collisions.

An increasing trend is observed for 𝑇kin from central to peripheral collisions, rising

from about 0.086 GeV in the 10−20% centrality interval to approximately 0.122 GeV in the

30−40% and 0.178 GeV in the 60−70% centrality interval. This behavior aligns with the

expectation that particles freeze out earlier at higher temperatures in peripheral collisions
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Figure 5.28: Transverse momentum dependence of 𝑣0(𝑝T) of pions (left), kaons (middle), and
protons (right) in Pb−Pb collisions at√𝑠NN = 5.02 TeV for centrality interval 30−40%.
The measurements of ALICE (red marker) are compared to blast-wave predictions
obtained with the best-fit parameters. The bottom panels show the residual, n𝜎 =
(data − model)/errordata [35].

Figure 5.29: Transverse momentum dependence of 𝑣0(𝑝T) of pions (left), kaons (middle), and
protons (right) in Pb−Pb collisions at√𝑠NN = 5.02 TeV for centrality interval 60−70%.
The measurements of ALICE (red marker) are compared to blast-wave predictions
obtained with the best-fit parameters. The bottom panels show the residual, n𝜎 =
(data − model)/errordata [35].
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Table 5.3: Extracted blast-wave parameters and their event-by-event fluctuation width for different
centrality intervals [35].

Centrality 𝑛 𝛽𝑠 𝑇kin (GeV) 𝜎(𝛽𝑠) 𝜎(𝑇kin) (GeV)

10–20% 0.3261+0.0358
−0.0317 0.8929+0.0048

−0.0051 0.0863+0.0056
−0.0050 0.0056+0.0005

−0.0004 0.0002+0.0002
−0.0001

30–40% 0.4815+0.0676
−0.0645 0.8531+0.0095

−0.0113 0.1224+0.0092
−0.0083 0.0145+0.0013

−0.0012 0.0013+0.0005
−0.0003

60–70% 0.3080+0.1836
−0.1865 0.6735+0.0440

−0.0484 0.1778+0.0144
−0.0135 0.0352+0.0042

−0.0036 0.0046+0.0022
−0.0022

as a consequence of shorter lifetime and reduced system size. In contrast, the system

undergoes longer expansion and cooling before freeze-out occurs in central collisions. In

peripheral collisions, blast-wave fits may return anomalously large 𝑇kin values, in some

cases even surpassing the QCD crossover temperature of 0.155−0.160 GeV[36]. This

tendency largely reflects the challenges encountered when using the blast-wave formalism

in systems that are relatively small or exhibit low particle density, conditions under which

local thermal equilibrium may not be well established. The underlying model assumes

a smoothly expanding source and a thermally defined freeze-out surface; however, such

simplifications become problematic in situations where initial-state fluctuations or non-

equilibrium effects play a substantial role. Consequently, the fit may compensate by

assigning large values to 𝑇kin in order to achieve good agreement with the data.

The fluctuation widths, 𝜎(𝛽𝑠), and 𝜎(𝑇kin), exhibit a clear increasing trend from

central to peripheral collisions. The extracted value of 𝜎(𝛽𝑠) is about 0.006 in the 10−20%

centrality interval, that rises to about 0.014 and 0.035 at 30−40% and 60−70% centrality

interval, respectively. This behavior indicates that the event-by-event variability in the

collective flow strength becomes more pronounced as the system size decreases. Likewise,

𝜎(𝑇kin) increases from roughly 0.0002 GeV to 0.0013 GeV and further to 0.0046 GeV

across the same centrality intervals. This reflects enhanced thermal fluctuations at kinetic

freeze-out for peripheral collisions, which can be attributed to the reduced size and shorter
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lifetime of the system in these collisions.

Figure 5.30 presents a comparison between the 𝛽𝑠 and 𝑇kin parameters extracted in this

work using 𝑣0(𝑝T measurements and the corresponding values obtained from blast-wave

fits to 𝑝T spectra reported in Ref. [3]. In Ref. [3], ⟨𝛽T⟩ values are reported across different

centralities and we have calculated corresponding 𝛽𝑠 values using Eq. 5.10. It is important

to note that uncertainties associated with the parameters extracted from 𝑝T spectra fits

were determined through conventional fitting techniques, such as chi-square minimization

or likelihood-based methods, whereas the uncertainties here are derived via a Bayesian

inference approach. In the left panel, the 𝛽𝑠 values are compared from both approaches,

and they agree well for the 10−20% and 30−40% centrality intervals. However, a deviation

of approximately 2.6𝜎 is observed in the 60−70% centrality interval. On the other hand, the

right panel shows clear differences in the 𝑇kin obtained by two methods. The temperatures

from the 𝑣0(𝑝T analysis are generally higher than those from the 𝑝T spectra fits. For the

10−20% centrality range, the two results are quite close, differing by only about 1.2𝜎.

However, for more peripheral collisions (30−40% and 60−70%), the deviations grow more

pronounced, reaching 2.2𝜎 and 3.2𝜎, respectively.

The discrepancy can be attributed to the different sensitivities of the two observables

to resonance decays. The 𝑝T spectra receive significant contributions from short-lived

resonances, especially at low 𝑝T, which broaden and soften the distributions and lower the

apparent freeze-out temperature in blast-wave fits. In contrast, 𝑣0(𝑝T) is measured with

an 𝜂 gap, which suppresses correlation that are short-range in 𝜂. Therefore, the impact of

resonance decay products on 𝑣0(𝑝T) is minimal, leading to a higher extracted temperature.

Furthermore, in peripheral collisions, the blast-wave model’s fundamental assumptions—

such as a uniform freeze-out surface and smooth collective flow—may break down due

to increased local fluctuations and reduced particle densities. Under these conditions, the
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𝑝T spectra are likely influenced by emissions occurring later from resonance-rich regions,

while the observable 𝑣0(𝑝T) mainly captures particles emitted earlier from the system’s

more thermalized regions. This can lead to differences in the𝑇kin values obtained from each

measurement, with the parameter derived from 𝑣0(𝑝T) likely representing the conditions of

the system’s thermalized core more accurately. Altogether, this results underscore that the

freeze-out characteristics derived from 𝑣0(𝑝T) and 𝑝T spectra represent complementary

aspects, each reflecting distinct but related facets of the freeze-out dynamics and the overall

evolution of the system.

Figure 5.30: Comparison of the extracted surface radial flow velocity (𝛽𝑠, left) and kinetic freeze-
out temperature (𝑇kin, right) as a function of centrality. The results from this analysis,
obtained via blast-wave model fits to 𝑣0(𝑝T) measurements, are shown together with
values previously determined from blast-wave fits to 𝑝T spectra reported in Ref. [3].
Vertical bars indicate the uncertainties estimated from fit for each point. The figure
is taken from Ref. [35].

5.6 Summary

This work presents the first measurement of 𝑣0(𝑝T), a novel observable sensitive to radial

flow in heavy-ion collisions, extracted using a pseudorapidity-gap method that suppresses

nonflow effects and isolates long-range transverse momentum correlations. The mea-
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surements exhibit a characteristic mass ordering at low 𝑝T consistent with hydrodynamic

collective expansion, while at higher 𝑝T, protons exhibit larger values than pions and kaons.

This baryon−meson separation supports quark recombination as the dominant hadroniza-

tion mechanism in this 𝑝T region. The measurements also show approximate NCQ scaling,

that reflects the partonic origin of the correlations captured by the observable. Compar-

isons with the IP-Glasma+MUSIC+UrQMD hydrodynamic model show good agreement

at low 𝑝T, while deviations at higher 𝑝T and in peripheral collisions highlight the role

of non-collective processes. Sensitivity studies indicate that 𝑣0(𝑝T) is influenced by the

bulk-viscosity 𝜁/𝑠 and the equation of state, both of which alter the isotropic expansion of

the medium, while remaining largely insensitive to the shear viscosity 𝜂/𝑠. Additionally,

the observable responds to the system’s initial and its event-by-event fluctuations, which

influence the pressure gradients driving the collective expansion.

The transverse momentum dependence of 𝑣0(𝑝T) was further explored using a blast-

wave model incorporating Gaussian event-by-event fluctuations in both the transverse

expansion velocity and the kinetic freeze-out temperature. This model successfully repro-

duces the key qualitative features observed in the data, such as the development of mass

ordering with increasing radial flow and the species-specific transition of 𝑣0(𝑝T) from

negative to positive values. Within this approach, we systematically studied how the mean

values of 𝛽𝑠, 𝑇kin, and their fluctuation width (𝜎(𝛽𝑠) and 𝜎(𝑇kin)) shape the 𝑝T depen-

dence of the observable. At lower mean values of 𝛽𝑠, 𝑣0(𝑝T) exhibits minimal dependence

on particle mass; however, as 𝛽𝑠 increases, a distinct mass ordering emerges, indicative

of stronger radial flow effects. The 𝑣0(𝑝T) values transition from negative at low 𝑝T to

positive above a species-dependent separation momentum 𝑝T,sep, which shifts to higher 𝑝T

value with increasing 𝛽𝑠. Additionally, an increase in the mean 𝑇kin lowers the magnitude

of 𝑣0(𝑝T), whereas fluctuations in 𝛽𝑠 and 𝑇kin enhance it.
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Building on this, Bayesian parameter estimation was applied to fit the blast-wave model

to the experimental data across the three centrality intervals: 10−20%, 30−40%, and

60−70%. The extracted parameter show a clear trend of decreasing 𝛽𝑠 alongside increas-

ing 𝑇kin from central to peripheral collisions, reflecting a reduction in collective flow and

earlier freeze-out in smaller systems. Correspondingly, the fluctuation widths 𝜎(𝛽𝑠) and

𝜎(𝑇kin) grow from central to peripheral collisions, indicating enhanced event-by-event

variation. Model predictions derived from the best-fit parameters accurately reproduce the

experimental data at low 𝑝T, with the closest agreement observed for protons across an

extended 𝑝T range (up to 3 GeV/𝑐), followed by kaons and pions. The results effectively

demonstrate how the interplay between radial flow, thermal motion, and their event-by-

event fluctuations governs the behavior of 𝑣0(𝑝T) across centrality intervals. Altogether,

these findings establish 𝑣0(𝑝T) as a robust probe of the medium’s thermodynamic and

transport properties as well as of the dynamics of hadronization.

Key findings from this study are as follows:

• Experimental results are consistent with the hydrodynamic picture of the QGP, sup-

porting collective expansion and quark recombination processes.

• 𝑣0(𝑝T) is mainly sensitive to bulk viscosity and the QCD equation of state.

• The blast-wave model incorporating event-by-event fluctuations in 𝛽𝑠 and 𝑇kin suc-

cessfully reproduces the mass ordering an 𝑝T dependence observed in data.
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Baryon number, electric charge, and strangeness are fundamental quantities preserved

in strong interactions due to underlying QCD symmetries. Studying the interplay of these

quantum numbers in heavy-ion collisions offers a powerful means to probe the properties

of strongly interacting matter. In particular, fluctuations and correlations of net-conserved

charges such as the net-electric charge (Q), the net-baryon (B), and the net-strangeness (S)

numbers provide key insights into the QCD phase structure [1–5]. These quantities are
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defined event-by-event as the difference between the number of particles and antiparticles

carrying the respective quantum numbers. Practically, net-protons, net-kaons, and net-

charged particles are used as proxies for net-baryon, net-strangeness, and net-electric

charge, with their fluctuations reflecting the underlying dynamics.

In this chapter, we present a detailed study of correlations of these conserved charges in

Pb−Pb collisions at√𝑠NN = 5.02 TeV. The discussion begins with the theoretical motivation

and methodology, followed by results and discussions. The measurements are confronted

with theoretical expectations to quantify the effects of resonance decays, global conservation

laws, and medium-induced modifications, thereby advancing our understanding of QCD

matter at LHC energies.

6.1 Introduction

6.1.1 Theoretical motivation

In lattice QCD, fluctuations and correlations of conserved charges are expressed through

generalized susceptibilities, which are derivatives of the reduced pressure (𝑃/𝑇4) with

respect to the chemical potentials associated with baryon, strangeness, and electric charge

(𝜇B, 𝜇S, and 𝜇Q) as given by,

𝜒𝑙𝑚𝑛B,Q,S =

[
𝜕 (𝑙+𝑚+𝑛) (𝑃/𝑇4)

𝜕𝑙 (𝜇B/𝑇)𝜕𝑚 (𝜇Q/𝑇)𝜕𝑛 (𝜇S/𝑇)

]
(𝜇B,𝜇Q,𝜇S)=0

(6.1)

where (𝑙, 𝑚, 𝑛) represents the order of susceptibility and 𝑇 is the temperature. These

susceptibilities are sensitive to the effective degrees of freedom in the medium: in the

hadronic phase, they reflect the integer-valued conserved charges carried by hadrons, while

in the deconfined phase they reveal the fractional charges carried by quarks. Henceforth, the

study of correlations among conserved charges in experiments is strongly motivated by their
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direct connection to fundamental QCD thermodynamic susceptibilities. Mathematically,

this relationship is expressed as

𝜒𝑙𝑚𝑛B,Q,S =
1
𝑉𝑇3 𝜅

𝑙𝑚𝑛
B,Q,S. (6.2)

with 𝑉 being the volume of the system under consideration. In this work, we have focused

specifically on the second-order susceptibilities, which are directly related to the variances

and covariances among the conserved charge distributions. If we expand Eq. 6.2, it can

then be written as

©­­­­­«
𝜒2

B 𝜒11
B,Q 𝜒11

B,S

𝜒11
Q,B 𝜒2

Q 𝜒11
Q,S

𝜒11
S,B 𝜒11

S,Q 𝜒2
S

ª®®®®®¬
=

1
𝑉𝑇3

©­­­­­«
𝜅2

B 𝜅11
B,Q 𝜅11

B,S

𝜅11
Q,B 𝜅2

Q 𝜅11
Q,S

𝜅11
S,B 𝜅11

S,Q 𝜅2
S

ª®®®®®¬
. (6.3)

In Eq. 6.3, the diagonal terms (𝜅2
B, 𝜅

2
Q, 𝜅

2
S) correspond to variances of net-baryon, net-

charge, and net-strangeness distributions, respectively. These variances quantify the mag-

nitude of event-by-event fluctuations in each conserved charge. The off-diagonal terms

(𝜅11
B,Q, 𝜅

11
B,S, 𝜅

11
Q,B, 𝜅

11
Q,S, 𝜅

11
S,B, 𝜅

11
S,Q) represent the covariances between different pairs of con-

served charges, capturing their mutual correlations. Due to the inherent symmetry of covari-

ance matrices, these off-diagonal terms satisfy 𝜅11
Q,B = 𝜅11

B,Q, 𝜅11
B,S = 𝜅11

S,B, and 𝜅11
Q,S = 𝜅11

S,Q.

Consequently, only three independent covariance terms exist.

Building on this, it is customary to consider ratios of these susceptibilities or cumulants,

as such ratios eliminate the explicit dependence on𝑉 and𝑇 . This cancellation is particularly

valuable since 𝑉 and 𝑇 are often not directly accessible in experiments. Ratios therefore

provide dimensionless, volume- and temperature-independent observables that enable a

more direct comparison between experimental measurements and theoretical predictions

of QCD thermodynamic susceptibilities. The following conserved charge correlations are
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primarily studied using these ratios:

𝐶Q,B =
𝜒11

Q,B

𝜒2
B

=
𝜅11

Q,B

𝜅2
B
, (6.4)

𝐶Q,S =
𝜒11

Q,S

𝜒2
S

=
𝜅11

Q,S

𝜅2
S
, (6.5)

𝐶B,S =
𝜒11

B,S

𝜒2
S

=
𝜅11

B,S

𝜅2
S
. (6.6)

6.1.2 Experimental proxies for conserved charges

Since it is experimentally challenging to measure all baryons and strange particles on an

event-by-event basis, approximate proxies are employed in the analysis. In particular, the

net-proton number, defined as the difference between the number of protons and antiprotons,

Δp = 𝑁p − 𝑁p̄, is commonly used as a proxy for the net-baryon number, while the net-kaon

number, ΔK = 𝑁K+ −𝑁K− serves as an effective proxy for net-strangeness. The net-electric

charge is then constructed as the sum of the net-pion, net-kaon, and net-proton numbers,

ΔQ = Δ𝜋 + ΔK + Δp, with Δ𝜋 = 𝑁𝜋+ − 𝑁𝜋− .

Studies based on the Hadron Resonance Gas (HRG) model have examined the role

of different hadron species in shaping both diagonal and off-diagonal susceptibilities of

conserved charges [6]. Results from these studies have shown that correlations such as

baryon–electric charge (BQ) and electric charge–strangeness (QS) are mainly driven by the

contributions of protons and kaons, which along with pions constitute the bulk of charged

particles produced in heavy-ion collisions. On the other hand, the baryon–strangeness (BS)

correlation is strongly affected by strange baryons, including hyperons and multi-strange

states, whose detection on an event-by-event basis is limited by reconstruction efficiencies.
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6.1.3 Review of previous studies

The importance of off-diagonal cumulants in probing correlations between conserved

charges was first emphasized in Ref. [7] through studies of BS correlations. In particular,

the so-called “Koch ratio”,

𝐶B,S = −
3𝜒11

B,S

𝜒2
S
, (6.7)

was introduced as a sensitive probe of the degrees of freedom carrying baryon number

and strangeness. A value consistent with hadronic expectations reflects strangeness bound

in baryons, while deviations may indicate the onset of deconfinement where strangeness

is carried by quarks. Lattice QCD calculations have since then provided rigorous and

quantitative evaluations of conserved charge correlations across the QCD phase transition

region [2]. At temperatures below ∼150 MeV, the results are consistent with HRG model

expectations. For temperatures above, the results obtained with LQCD relative to the

corresponding HRG model results are given in Table. 6.1.

Table 6.1: Ratios of QCD thermodynamic susceptibilities (second-order) to corresponding HRG
model results for different temperatures. The table is taken from Ref. [2].

Temperature 155 MeV 160 MeV 165 MeV 170 MeV
𝜒2

B/
(
𝜒2

B
)

HRG 1.049(79) 1.020(80) 0.972(72) 0.898(60)
𝜒2

Q/
(
𝜒2

Q

)
HRG

0.924(36) 0.895(41) 0.861(44) 0.818(41)

𝜒2
S/

(
𝜒2

S

)
HRG

1.240(116) 1.235(111) 1.212(106) 1.171(96)

𝜒2
B,S/

(
𝜒11

B,S

)
HRG

1.353(159) 1.384(135) 1.356(116) 1.280(96)

𝜒2
B,Q/

(
𝜒11

B,Q

)
HRG

0.804(86) 0.717(67) 0.633(51) 0.544(42)

𝜒2
Q,S/

(
𝜒11

Q,S

)
HRG

1.139(74) 1.144(68) 1.150(67) 1.144(64)

The STAR collaboration has systematically studied these conserved charged correla-

tions using net-protons, net-kaons, and net-pion numbers in Au+Au collisions at RHIC

over the energy range √
𝑠NN = 7.7–200 GeV [8]. This analysis introduced the following



168
CHAPTER 6. MEASUREMENT OF CORRELATIONS AMONG CONSERVED

CHARGES

ratios:

𝐶p,K =
𝜅11

p,K

𝜅2
K
, 𝐶Q,K =

𝜅11
Q,K

𝜅2
K
, 𝐶Q,p =

𝜅11
Q,p

𝜅2
p
, (6.8)

as a proxy of BS, QS, and QB correlations as shown in Fig. 6.1. Since the off-diagonal

Figure 6.1: The correlations, 𝐶p,K (top), 𝐶Q,K (middle), and 𝐶Q,p (bottom) as a function of centre-
of-mass energy per nucleon pair, √𝑠NN for Au+Au collisions. The markers correspond
to data points from the STAR experiment while the colored bands are from UrQMD
model calculations. The results from the HRG model are shown as red dot-dashed
curves, while the Poisson expectation is indicated by black dashed lines. Statistical
uncertainties are represented by bars, and systematic uncertainties are illustrated using
shaded boxes. This figure is taken from Ref. [8].

cumulants associated with net-electric charge, 𝜅11
Q,K and 𝜅11

Q,p contain contributions from the
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diagonal cumulants of net-kaons and net-protons, these ratios can be expanded as

𝐶Q,K =
𝜅11

p,K

𝜅2
K

+
𝜅11
𝜋,K

𝜅2
K

+ 1, (6.9)

𝐶Q,p =
𝜅11

p,K

𝜅2
p

+
𝜅11
𝜋,p

𝜅2
p

+ 1, (6.10)

illustrating how correlations among different hadron species contribute to the measured

observables.

6.1.4 Non-critical effects influencing cumulant measurements

The cumulants of net-particle numbers carrying conserved charges are not only sensitive to

QCD thermodynamics but are also influenced by several additional effects. These effects

can complicate the isolation of genuine signals of the QCD phase transition in heavy-ion

collisions. For instance, correlations arise from global and local conservation of baryon

number, electric charge, and strangeness, which impose constraints on particle production

both for the entire system and within smaller regions of the fireball [9, 10]. Event-by-event

fluctuations in the system size, commonly referred to as volume fluctuations, further modify

the observed cumulants by changing particle multiplicities [11, 12]. Resonance decays,

in which unstable hadrons transform into stable particles, can alter final-state correlations

and potentially obscure genuine fluctuation signals [13, 14]. Additional contributions

stem from initial-state fluctuations [15], caused by random variations in the positions of

nucleons within the colliding nuclei, and from thermal blurring [16], which spreads out

momentum distributions due to thermal motion of emitted particles. A careful separation

and qualitative understanding of these non-critical contributions is therefore essential for

interpreting conserved charge cumulants and for drawing reliable conclusions about the

QCD phase structure.
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6.2 Observable

In this section, we define the cumulants of net-particle distributions for pions, kaons,

protons, and net-electric charge explicitly. The second-order diagonal cumulants of each

net-particle distributions are expressed as:

𝜅2
𝜋 = ⟨(Δ𝜋)2⟩ − ⟨(Δ𝜋)⟩2, (6.11)

𝜅2
K = ⟨(ΔK)2⟩ − ⟨(ΔK)⟩2, (6.12)

𝜅2
p = ⟨(Δp)2⟩ − ⟨(Δp)⟩2, (6.13)

𝜅2
Q = ⟨(ΔQ)2⟩ − ⟨(ΔQ)⟩2, (6.14)

while the off-diagonal cumulants are given by

𝜅11
𝜋,K = ⟨(Δ𝜋ΔK)⟩ − ⟨(Δ𝜋)⟩⟨(ΔK)⟩, (6.15)

𝜅11
𝜋,p = ⟨(Δ𝜋Δp)⟩ − ⟨(Δ𝜋)⟩⟨(Δp)⟩, (6.16)

𝜅11
p,K = ⟨(ΔpΔK)⟩ − ⟨(Δp)⟩⟨(ΔK)⟩, (6.17)

𝜅11
Q,K = ⟨(ΔQΔK)⟩ − ⟨(ΔQ)⟩⟨(ΔK)⟩, (6.18)

𝜅11
Q,p = ⟨(ΔQΔp)⟩ − ⟨(ΔQ)⟩⟨(Δp)⟩. (6.19)

The angular brackets ⟨...⟩ in the above equations indicate an average calculated over the

full set of collision events under study. Therefore, the net-particle numbers Δ𝜋, ΔK, Δp,

and ΔQ are measured on an event-by-event basis and form the foundation for calculating

the cumulants.



6.3. ANALYSIS DETAILS 171

6.3 Analysis details

This section outlines the main steps followed to analyze the correlations of net-pions, net-

kaons, net-protons, and net-electric charge using experimental data. The analysis begins

with a detailed evaluation of particle sample purity to ensure accurate identification of the

relevant species. Subsequently, the centrality bin width correction is applied that reduces

the impact of volume fluctuations that can bias the correlation results. We then assess

the effects of detector inefficiencies on net-particle multiplicities and implement efficiency

corrections for the cumulants accordingly. The robustness of these corrections is also

verified using Monte Carlo (MC) closure tests. Finally, all significant sources of systematic

uncertainties are identified and their contributions to the total uncertainty of the correlation

measurements are quantified.

6.3.1 Purity of identified samples

The purity of pions, kaons, and protons was evaluated as a function of 𝑝T, as shown in

Fig. 6.2. The results cover up to a maximum 𝑝T of 2 GeV/𝑐, which is the upper limit

on 𝑝T of particles used for the analysis. Within the 𝑝T range relevant for this study, the

integrated purities for pions, kaons, and protons are found to be approximately 99.8%,

98.5%, and 99.8% respectively. These high purity values indicate minimal contamination

from misidentified particles, thereby significantly enhancing the reliability of the measured

cumulants and correlation observables.

6.3.2 Centrality bin-width correction

Centrality bin width correction (CBWC) is a crucial procedure used to mitigate the effect of

volume fluctuations that arise due to the finite size of centrality bins in heavy-ion collision
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Figure 6.2: The 𝑝T dependence of purities of pions (top-left), kaons (top-right), and protons
(bottom) up to 2 GeV/𝑐 in Pb−Pb collisions at √𝑠NN = 5.02 TeV. The black markers
represent particle (𝜋+, K+, and p) while red markers represent anti-particle (𝜋−, K−,
and p̄), and the integrated purity values for the respective particle are given in the
legend.

analyses. Within a wide centrality interval, the number of participating nucleons—and

therefore the system volume—can vary, potentially biasing the measurement of fluctu-

ations and correlations of conserved charges. To address this, CBWC subdivides each

centrality bin into finer sub-bins, calculates the cumulants within these smaller bins, and

then combines the results. The cumulant for the full centrality bin is obtained as a weighted

sum of the sub-bin cumulants using the relation:

𝜅𝑛 =

∑
𝑎 𝜅𝑛,𝑎𝑁𝑎∑
𝑎 𝑁𝑎

, (6.20)
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where 𝜅𝑛,𝑎 is the 𝑛th order cumulant calculated in the 𝑎th sub-bin, and 𝑁𝑎 is the correspond-

ing number of events.

In this analysis, cumulants were first evaluated in narrow 1% centrality sub-bins and

then combined using CBWC to obtain results for broader 5% centrality intervals. Figure 6.3

illustrates the comparison of cumulants obtained for different final bin sizes: 2% 4%, 5%

and 10%, all incorporating CBWC down to 1% sub-bins. The results for different centrality

bin size lie on top of each other and no deviation is obtained. This implies that CBWC

effectively eliminated volume fluctuation for the case shown. Furthermore, Fig. 6.4 presents

a comparison between results with and without CBWC. The consistency observed in both

cases suggests that, for the observables considered in this analysis, the impact of volume

fluctuations is negligible.

6.3.3 Detector efficiencies and correction of cumulants

Detector efficiencies are an important consideration in heavy-ion collision experiments,

as even small inefficiencies can distort the measured net-particle distributions and bias

the cumulants extracted from them. Figure 6.5 illustrates this effect by showing two-

dimensional event-by-event correlations between generated and reconstructed net-particle

multiplicities for pions, kaons, and protons in Pb−Pb collisions at √𝑠NN = 5.02 TeV.

The generated net-particle multiplicities correspond to HĲING-simulated events [17],

while the reconstructed values are obtained from the same events after being propagated

through the ALICE detector simulation with GEANT3 [18] and processed using the same

reconstruction procedures as applied to real data. The spread around the diagonal line

reflects the impact of detector inefficiencies and reconstruction effects, which become more

pronounced for kaons and protons compared to pions due to their lower production rates

and different interaction cross section. To account for these effects, efficiency corrections
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Figure 6.3: The centrality dependence of second-order cumulants of net-charge, net-kaon and net-
proton in Pb−Pb collisions at√𝑠NN = 5.02 TeV. The different colored markers represent
different centrality bin width.



6.3. ANALYSIS DETAILS 175

0 20 40 60 80

centrality (%)

0

500

1000

15002 〉
Q

)
∆(〈­〉

2
Q

)
∆(〈

 =
 

2 Q
κ

 = 5.02 TeV
NN

sPb, −Pb

) < 2.0c (GeV/
T

p: 0.2 < 
±

, K±π

) < 2.0c (GeV/
T

p): 0.4 < pp(

| < 0.8η|

p
 ­ Np + N­

K ­ N+
K

 + N­π ­ N+π
Q = N∆

CBW uncorrected: 5% bin

CBW uncorrected: 10% bin

CBW corrected: 5% bin

CBW corrected: 10% bin

0 20 40 60 80

centrality (%)

0

100

200

3002 〉
K

)
∆(〈­〉

2
K

)
∆(〈

 =
 

2 K
κ

 = 5.02 TeV
NN

sPb, −Pb

) < 2.0c (GeV/
T

p0.2 < 

| < 0.8η|

­
K ­ N+

KK = N∆

CBW uncorrected: 5% bin

CBW uncorrected: 10% bin

CBW corrected: 5% bin

CBW corrected: 10% bin

0 20 40 60 80

centrality (%)

0

20

40

60

2 〉
p
)

∆(〈­〉
2

p
)

∆(〈
 =

 
2 p

κ

 = 5.02 TeV
NN

sPb, −Pb

) < 2.0c (GeV/
T

p0.4 < 

| < 0.8η|

p
 ­ N

p
p = N∆

CBW uncorrected: 5% bin

CBW uncorrected: 10% bin

CBW corrected: 5% bin

CBW corrected: 10% bin

0 20 40 60 80

centrality (%)

0

50

100

150

200〉
K

∆〈〉
Q

∆〈
 ­

 
〉

K
∆

Q
∆〈

 =
 

1
1

Q
,K

κ

 = 5.02 TeV
NN

sPb, −Pb

) < 2.0c (GeV/
T

p: 0.2 < 
±

, K±π

) < 2.0c (GeV/
T

p): 0.4 < pp(

| < 0.8η|

CBW uncorrected: 5% bin

CBW uncorrected: 10% bin

CBW corrected: 5% bin

CBW corrected: 10% bin

0 20 40 60 80

centrality (%)

0

10

20

30

40

50〉
p

∆〈〉
Q

∆〈
 ­

 
〉

p
∆

Q
∆〈

 =
 

1
1

Q
,p

κ

 = 5.02 TeV
NN

sPb, −Pb

) < 2.0c (GeV/
T

p: 0.2 < 
±

, K±π

) < 2.0c (GeV/
T

p): 0.4 < pp(

| < 0.8η|

CBW uncorrected: 5% bin

CBW uncorrected: 10% bin

CBW corrected: 5% bin

CBW corrected: 10% bin

0 20 40 60 80

centrality (%)

10−

5−

0

〉
p

∆〈〉
K

∆〈
 ­

 
〉

p
∆

K
∆〈

 =
 

1
1

p
,K

κ

 = 5.02 TeV
NN

sPb, −Pb

) < 2.0c (GeV/
T

p: 0.2 < 
±

K

) < 2.0c (GeV/
T

p): 0.4 < pp(

| < 0.8η|

CBW uncorrected: 5% bin

CBW uncorrected: 10% bin

CBW corrected: 5% bin

CBW corrected: 10% bin

Figure 6.4: Comparison of centrality bin width (CBW) corrected and uncorrected results of second-
order cumulants of net-charge, net-kaon and net-proton as a function of centrality in
Pb−Pb collisions at √𝑠NN = 5.02 TeV.
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Figure 6.5: Two-dimensional event-by-event distributions correlating generated and reconstructed
net-particle numbers in Pb−Pb collisions at √

𝑠NN = 5.02 TeV, obtained using the
HĲING event generator. From left to right, the panels correspond to net-pion, net-
kaon, and net-proton multiplicities.

are applied using well-established techniques based on binomial response of the detector.

In this approach, the measured multiplicity distribution is related to the true underlying

distribution through a binomial probability characterized by the detector efficiency, 𝜖 . The

efficiency corrected cumulants of net-particle numbers are then obtained from the measured

particle numbers and efficiencies using analytical relations as provided in Refs. [19, 20].

The correction procedure is implemented in two stages: first, detection efficiencies for

particles and antiparticles of each species are extracted independently as functions of 𝑝T

in each centrality class. In the second stage, the diagonal and off-diagonal cumulants

calculated from reconstructed tracks are corrected on a track-by-track basis using the

efficiencies together with the analytical expressions.

The efficiencies are calculated as the ratio of the number of reconstructed and identified

particles (𝑁rec,PID) to that actually produced (𝑁gen) within the chosen kinematic acceptance,

defined as:

𝜖 (𝑝T) =
𝑁rec,PID(𝑝T)
𝑁gen(𝑝T)

. (6.21)

Figures 6.6, 6.7, and 6.8 show the 𝑝T-dependent efficiencies for pions, kaons, and protons,

obtained separately for particles and antiparticles in different centrality intervals. The

efficiencies vary significantly with 𝑝T and show a mild centrality dependence: for example,
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Figure 6.6: The 𝑝T dependence of efficiency for pions, 𝜋+ (left) and 𝜋− (right), across different
centrality intervals in Pb−Pb collisions at √𝑠NN = 5.02 TeV. The bottom panel shows
the ratio of efficiencies in a given centrality interval relative to those in the 0–90%
interval.
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Figure 6.7: The 𝑝T dependence of efficiency for pions, K+ (left) and K− (right), across different
centrality intervals in Pb−Pb collisions at √𝑠NN = 5.02 TeV. The bottom panel shows
the ratio of efficiencies in a given centrality interval relative to those in the 0–90%
interval.
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Figure 6.8: The 𝑝T dependence of efficiency for pions, p (left) and p̄ (right), across different
centrality intervals in Pb−Pb collisions at √𝑠NN = 5.02 TeV. The bottom panel shows
the ratio of efficiencies in a given centrality interval relative to those in the 0–90%
interval.

at 𝑝T ≈ 0.5 GeV/𝑐, the selection efficiencies reach about 78% for pions, 50% for kaons,

and 80% for protons; while at 𝑝T ≈ 1.0 GeV/𝑐, they decrease to roughly 38%, 30%, and

40%, respectively. This trend reflects the combined effects of detector acceptance, track

reconstruction efficiency, and particle identification performance across phase space. The

bottom panels showing the ratio of efficiencies in different centrality intervals to the 0−90%

centrality bin further demonstrates that the efficiencies vary by no more than about 10%

across centrality intervals.

The corrected net-particle numbers for pions, kaons, and protons are calculated using

the following relations:

𝑞1,1(𝜋) =
𝑁𝜋+∑︁
𝑖=0

1
𝜖𝑖 (𝜋+)

−
𝑁𝜋−∑︁
𝑗=0

1
𝜖 𝑗 (𝜋−)

, (6.22)

𝑞1,1(K) =
𝑁K+∑︁
𝑖=0

1
𝜖𝑖 (K+) −

𝑁K−∑︁
𝑗=0

1
𝜖 𝑗 (K−) . (6.23)
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and

𝑞1,1(p) =
𝑁p∑︁
𝑖=0

1
𝜖𝑖 (p)

−
𝑁p̄∑︁
𝑗=0

1
𝜖 𝑗 (p̄)

, (6.24)

where the indices 𝑖 and 𝑗 label individual detected particles and antiparticles within the

event. Each term 1/𝜖𝑖 corresponds to the inverse efficiency associated with the 𝑝T and

centrality of the detected particle 𝑖. This inverse efficiency weighting compensates for

detector reconstruction and PID inefficiencies on a track-by-track basis. The total efficiency-

corrected net-electric charge is then given by the sum over all relevant species:

𝑞1,1(Q) = 𝑞1,1(𝜋) + 𝑞1,1(K) + 𝑞1,1(p). (6.25)

The efficiency corrected second-order diagonal cumulant for each net-particle number is

calculated as

𝜅2
𝛼 = ⟨𝑞1,1(𝛼)2⟩ − ⟨𝑞1,1(𝛼)⟩2 + ⟨𝑞2,1(𝛼)⟩ − ⟨𝑞2,2(𝛼)⟩, (6.26)

where 𝛼 refers to any of the particle species—pions (𝜋), kaons (K), or protons (p)—and

the averages are taken over all events. The quantities 𝑞2,1(𝛼) and 𝑞2,2(𝛼) are defined by

𝑞2,1(𝛼) =
𝑁𝛼+∑︁
𝑖=0

1
𝜖𝑖 (𝛼+)

+
𝑁𝛼−∑︁
𝑗=0

1
𝜖 𝑗 (𝛼−)

and 𝑞2,2(𝛼) =
𝑁𝛼+∑︁
𝑖=0

1
𝜖2
𝑖
(𝛼+)

+
𝑁𝛼−∑︁
𝑗=0

1
𝜖2
𝑗
(𝛼−)

, (6.27)

where 𝛼+ and 𝛼− denote the particle and antiparticle of species 𝛼, respectively. For net-

electric charge, the second-order diagonal cumulant, (𝜅2
Q) is also obtained using Eq. 6.26

and the definitions for 𝑞𝑚,𝑛 (Q):

𝑞𝑚,𝑛 (Q) = 𝑞𝑚,𝑛 (𝜋) + 𝑞𝑚,𝑛 (K) + 𝑞𝑚,𝑛 (p). (6.28)

This definition is analogous to the relation for 𝑞1,1(Q) as in Eq. 6.25. The efficiency-

corrected second-order off-diagonal cumulants for any pair of particle species (𝜅11
𝜋,p, 𝜅11

𝜋,K,

𝜅11
p,K) are obtained using the relation

𝜅11
𝛼,𝛽 = ⟨𝑞1,1(𝛼)𝑞1,1(𝛽)⟩ − ⟨𝑞1,1(𝛼)⟩⟨𝑞1,1(𝛽)⟩, (6.29)
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where 𝛼 and 𝛽 indicate any of the two from the considered species, 𝜋, K, or p. For

net-electric charge, the off-diagonal cumulants (𝜅11
Q,p and 𝜅11

Q,K) are calculated as

𝜅11
Q,𝛼 = ⟨𝑞1,1(Q)𝑞1,1(𝛼)⟩ − ⟨𝑞1,1(Q)⟩⟨𝑞1,1(𝛼)⟩ + ⟨𝑞2,1(𝛼)⟩ − ⟨𝑞2,2(𝛼)⟩, (6.30)

where 𝛼 refers to either K or p.

In summary, the efficiency correction framework described here enables robust mea-

surement of event-by-event net-particle multiplicity fluctuations in heavy-ion collisions.

By systematically accounting for detector reconstruction and PID effects through ana-

lytic corrections applied at the track level, this methodology recovers the true net-particle

cumulants, enabling reliable physics conclusions from the measured data.

6.3.4 Monte Carlo closure test for efficiency correction procedure

The efficiency correction methodology described in previous section is further tested and

validated through a Monte Carlo (MC) closure test. For this test, we again use the simulated

events generated by the HĲING event generator which are propagated through a detailed

detector simulation and reconstruction framework using GEANT3, replicating the actual

detector response and reconstruction performance. The net-particle cumulants are then

independently calculated from both the generated (true) particle distributions and the

reconstructed (detector-level) tracks corrected by the efficiency procedure (discussed in

previous section).

Figure 6.9 presents the comparison of the second-order cumulants for net-pions, net-

kaons, net-protons, and net-electric charge as a function of centrality. The generated

cumulants (true values) are plotted alongside the reconstructed cumulants corrected for

detector inefficiencies. The results demonstrate that the efficiency corrections successfully

recover the true cumulants across the full centrality range within statistical uncertainties.
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Figure 6.9: Results of the Monte Carlo closure test for efficiency correction procedures in Pb−Pb
collisions at √𝑠NN = 5.02 TeV. Shown are the second-order diagonal and off-diagonal
cumulants for net-charge, net-kaon, and net-proton distributions as a function of colli-
sion centrality. The generated cumulants (red markers) are compared to reconstructed
values before (blue markers) and after (black markers) efficiency correction. The
efficiency-corrected cumulants closely match the generated results, demonstrating the
validity of the correction method within statistical uncertainties.
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6.3.5 Systematic uncertainties

The systematic uncertainties on measured cumulants are also estimated following the

general procedure discussed in Chapter 3. The cumulants and all subsequent ratios are

evaluated by independently varying each of the key selection criteria. In this section, we

mainly discuss the systematic uncertainty sources and their contributions.

Event selection effects are evaluated by adjusting constraints on the vertex position and

the treatment of potential pileup, consistently yielding uncertainties below 2% throughout

all centrality intervals. For estimating uncertainty related to centrality determination,

classes are redefined using the midrapidity charged-particle multiplicity distribution [21],

which introduces up to 7% uncertainty in peripheral and less than 4% in central collisions.

Track selection influences are examined by systematically altering the allowed ranges

for the distance of closest (DCA) approach, the minimum number of TPC space points

required, and the fit quality in both the TPC and ITS systems. Increasing the threshold

for TPC space points has negligible impact, while adjusting DCA constraints results in

1–3% variation. Changes to the track-fit chi-square per point introduce uncertainties

below 2% for the TPC and under 4% for the ITS across all collision centralities. Particle

identification uncertainties are evaluated by modifying selection criteria on 𝑛𝜎TPC
𝑖

and

𝑛𝜎TPC+TOF
𝑖

between 2𝜎 and 2.5𝜎, leading to uncertainties of 3–6% depending on centrality.

Contribution from all the individual sources as well as the total system uncertainty for

the three main observables, 𝐶p,K, 𝐶Q,K, and 𝐶Q,p are summarized in Table. 6.2.

6.3.6 Brief review of theoretical models used for comparison

In order to interpret the experimental measurements, it is essential to confront them with

theoretical expectations. This section gives a concise description of the models used for
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Table 6.2: Systematic uncertainty contributions to 𝐶p,K, 𝐶Q,K, and 𝐶Q,p in Pb−Pb collisions at√
𝑠NN = 5.02 TeV. For each source, the range indicates the lowest and highest uncertainty

values observed over all centrality intervals [22].

Sources of systematic uncertainty 𝐶p,K (in %) 𝐶Q,K (in %) 𝐶Q,p (in %)
Vertex 𝑧-position 0.9–1.4 <0.5 <0.2
Centrality estimator 1.3–6.9 0.1–0.8 0.3–1.3
Pileup rejection 0.1–1.4 <0.3 <0.2
Space points in TPC 0.6–3.8 <0.5 <0.2
𝜒2 per space point in TPC 0.7–1.2 <0.4 <0.2
𝜒2 per space point in ITS 0.3–2.8 <0.4 <0.2
DCA𝑥𝑦 & DCA𝑧 1.6–3.9 0.4–1.2 0.3–1.0
PID 1.8–5.6 0.4–1.4 0.6–1.6
Total 5.5–8.8 0.8–2.1 1.1–1.8

comparison in this study. The cumulants are calculated in these models as a function of

centrality. To investigate the physical mechanisms driving the observed correlations, the

measurements are compared to predictions from three distinct theoretical frameworks: HI-

JING [17], EPOS LHC [23], and Thermal-FIST (denoted as TheFIST in figures) [24]. Each

of these approaches provides a distinct description of collision dynamics and hadronization,

and resonance decays are included in all cases. Resonance decay implementation in each

of these model are also briefly discussed.

HĲING and EPOS model

The HĲING/𝐵𝐵̄ v2.0 model [25] considers nucleus–nucleus interactions as a superposition

of binary nucleon–nucleon collisions. It incorporates several perturbative QCD effects such

as mini-jet production, baryon junction transport, shadowing of parton distributions, and

jet quenching. However, it does not include mechanisms related to thermal equilibrium or

collective flow, and thus provides a non-thermal baseline for comparison.
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The EPOS LHC model [23], on the other hand, embeds collective features by dividing

parton ladders into two components: a dense central core and a more dilute corona. This

allows it to mimic bulk medium effects in high-density regions while still treating peripheral

regions differently. EPOS LHC is a tuned version of the EPOS 1.99 framework [26], but

unlike the original version, it does not perform a full 3D hydrodynamic simulation followed

by a hadronic cascade. Instead, it uses some parametrizations that retain an effective

treatment of collectivity while simplifying the underlying dynamics.

Thermal-FIST model

Thermal-FIST represents a HRG model that employs thermal–statistical methods to de-

scribe hadronization. In this framework, hadron yields at chemical freeze-out are derived

from the system’s partition function. The model depends on three key parameters: the

chemical freeze-out temperature (𝑇chem), the fireball volume per unit rapidity (d𝑉/d𝑦), and

the strangeness saturation factor (𝛾𝑠) [27, 28]. These parameters are constrained using

ALICE measurements of hadron yields for different centralities [29–32], while 𝑝T spectra

are modeled using blast-wave fits [29].

This model can be implemented in two statistical ensembles: grand-canonical ensemble

(GCE) and canonical ensemble (CE). While GCE enforces conservation of electric charge,

baryon number, and strangeness only on average across the whole system, the CE enforces

exact conservation of these charges within a defined correlation volume𝑉𝑐 [33, 34]. In this

CE framework, 𝑉𝑐 is often expressed as a multiple of the system’s volume per unit rapidity,

d𝑉/d𝑦, such that 𝑉𝑐 = 𝑘 × d𝑉/d𝑦. This construction effectively restricts the system to a

rapidity interval of size 𝑘 centered around midrapidity, i.e., |𝑦 | < 𝑘/2, thus approximating

a scenario of global charge conservation limited to a reduced rapidity range [35]. The

finite size and shape of this correlation volume inherently limit fluctuation measurements:
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for fluctuations observed within a rapidity window |𝑦 | < 𝑦cut, reliable descriptions are

possible when the cut satisfies |𝑦cut | ≲ 𝑘/4, and beyond such limits, the model’s appli-

cability becomes compromised [35]. Alternative approaches exist that characterize local

charge conservation through correlation lengths between produced particles and their cor-

responding antiparticles in rapidity space [35–37]. In this work, the CE results are obtained

using𝑉𝑐 = 3d𝑉/d𝑦 (unless otherwise specified), following prior parametrizations [34] that

describe light-flavor hadron yields across collision systems.

Modeling of resonance decays

Although all three models include resonance decays, they differ significantly in the way

these decays are implemented. In HĲING, resonances emerge from string fragmentation

and decay promptly through fixed branching ratios, without any subsequent interaction

with the hadronic medium [17, 25]. This treatment assumes that the decay products freely

stream out without undergoing rescattering or regeneration processes. In contrast, EPOS

LHC adopts a more dynamic scenario, where resonances are generated both during the

early string fragmentation and at the freeze-out surface of the hydrodynamic-like core [23,

38]. These resonances decay according to their lifetimes and branching ratios, but no

rescattering after decay is included. Thermal-FIST, on the other hand, samples resonances

from a static thermal ensemble at chemical freeze-out and applies a full probabilistic decay

chain based on branching ratios, that allows event-by-event fluctuation of the actual number

of decay products [24, 39]. Two- and three-body decays are modeled isotropically in the

resonance rest frame, while many-body channels are approximated [24, 39]. As in the

other models, no rescattering or regeneration is considered once the decay has taken place.

These differences likely reflect the varying degrees of dynamical complexity included

in resonance decay modeling, which may influence how well each model reproduces
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experimental data.

6.4 Results and discussions

In this section, we present the centrality dependence of the second-order cumulants of

net-proton, net-kaon, net-pion, and net-electric charge distributions, together with their

off-diagonal correlations. The corresponding ratios, 𝐶p,K, 𝐶Q,K, and 𝐶Q,p, which serve as

experimental proxies for BS, QS, and QB correlations respectively, are discussed in detail.

The measurements are performed for two independent choices of 𝑝T intervals, denoted as

Set 1 and Set 2, to investigate the sensitivity of the observables to kinematic acceptance

effects. All observables have been carefully corrected for detector inefficiencies in tracking

and particle identification as described in the previous section. For Set 1, positively- and

negatively-charged pions and kaons are included within the range 0.2 < 𝑝T < 2.0 GeV/c,

while protons and antiprotons are selected with 0.4 < 𝑝T < 2.0 GeV/c. In contrast, Set

2 applies a narrower acceptance window of 0.4 < 𝑝T < 1.6 GeV/c uniformly to all three

particle species. The full set of diagonal and off-diagonal cumulants, including 𝜅2
𝜋, 𝜅2

K, 𝜅2
p,

𝜅2
Q, 𝜅11

p,K, 𝜅11
𝜋,K, and 𝜅11

𝜋,p, are presented in Figure 6.10 for both acceptance sets.

The observed dependence of cumulants on centrality reflects their extensive property,

which causes them to grow roughly in proportion to the system volume. Both the diagonal

cumulants of individual species and net-electric charge, as well as the off-diagonal cumu-

lants among protons, pions, and kaons, show a clear sensitivity to the chosen 𝑝T interval.

This arises from acceptance effects, since the selected phase-space window directly impacts

the number of particles and their correlations included in the measurement [40]. It is also

important to clarify here that the measurements are not corrected for the kinematic accep-

tance on 𝑝T and 𝜂. This is because the dependence of fluctuation observables on kinematic
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Figure 6.10: The second-order diagonal cumulants, 𝜅2
𝛼, and off-diagonal cumulants, 𝜅11

𝛼,𝛽
, for net-

pion, net-kaon, net-proton, and net-electric charge distributions measured in Pb−Pb
collisions at √𝑠NN = 5.02 TeV. Results are displayed as a function of centrality for two
distinct 𝑝T ranges, referred to as Set 1 and Set 2 (refer to text for details). Statistical
uncertainties are indicated by vertical error bars, while systematic uncertainties are
shown as open boxes. The figure is taken from Ref. [22].
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intervals represents a genuine physical feature, that reflects both the sampled phase-space

region and the underlying system dynamics. The considered approach is consistent with

that of prior studies on fluctuations [36, 41].

In contrast to the pronounced 𝑝T-dependent changes seen in most cumulants, the off-

diagonal cumulants involving net-electric charge and kaons or protons—𝜅11
Q,K and 𝜅11

Q,p—

remain stable within uncertainties across both 𝑝T selections. This effect arises from the

composite nature of these cumulants, which can be expressed as sums of constituent terms:

𝜅11
Q,K = 𝜅11

p,K + 𝜅11
𝜋,K + 𝜅2

K 𝜅11
Q,p = 𝜅11

p,K + 𝜅11
𝜋,p + 𝜅2

p. (6.31)

The interdependence of these components leads to partial cancellations of acceptance-

driven changes, resulting in overall variations smaller than those observed for individual

diagonal or simpler off-diagonal cumulants.

Figure 6.11 shows the centrality dependence of the ratio observables 𝐶Q,p, 𝐶Q,K, and

𝐶p,K in the top, middle, and bottom panels respectively. Results for the broader 𝑝T

acceptance (Set 1) are shown in the left column, while those for the narrower 𝑝T acceptance

(Set 2) appear on the right. Across both 𝑝T selections, these ratios reveal only modest

variation with centrality. The relatively weak dependence on centrality aligns with the

intensive nature of these ratios, which suppresses sensitivity to the system size of the

collision. Intriguingly, 𝐶p,K remains negative across all centralities, in contrast to 𝐶Q,p and

𝐶Q,K, which stay positive. This distinction follows directly from their underlying definitions,

given in Eqs. 6.9 and 6.10. All off-diagonal cumulants among individual particle species

exhibit a similar trend, i.e., they become increasingly negative from peripheral to central

collisions, while diagonal cumulants grow more positive. Consequently,𝐶p,K takes negative

values. On the other hand, since 𝐶Q,p and 𝐶Q,K contain a constant unity term that offsets

the negative contributions from the ratio terms, their values remain positive. Observed
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Figure 6.11: The cumulant ratios𝐶Q,p (top panel),𝐶Q,K (middle panel), and𝐶p,K (bottom panel) in
Pb−Pb collisions at√𝑠NN = 5.02 TeV is shown as a function of centrality, with left and
right columns corresponding to two distinct 𝑝T intervals, referred to as Set 1 and Set
2, respectively. Model predictions from HĲING [17], EPOS LHC [23], and Thermal-
FIST [24] are shown as colored lines. The Thermal-FIST calculations are presented
within both the grand canonical (GCE) and canonical ensemble (CE) frameworks.
The CE calculations impose exact conservation of electric charge, baryon number,
and strangeness within a correlation volume defined as 𝑉𝑐 = 3d𝑉/d𝑦. Statistical
uncertainties are represented by vertical bars, systematic uncertainties by open boxes,
and the dashed line indicates the Poisson baseline expectation. The figure is taken
from Ref. [22].
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deviations from the Poisson baseline expectations—which are unity for 𝐶Q,p and 𝐶Q,K, and

zero for 𝐶p,K, as expected for statistically uncorrelated particle production—are attributed

to non-trivial physical effects such as collective flow, resonance decay contributions, and

constraints from global charge conservation [9, 10, 13, 14, 42].

The HĲING model predictions are closer to the measured values of 𝐶Q,p and 𝐶Q,K, but

it struggles to reproduce the trends and magnitude of the 𝐶p,K. This discrepancy arises

likely because of incomplete modeling of resonance decays in HĲING [17, 25]. The model

shows almost no change with centrality, as a consequence of its neglect of collective flow

and medium effects. In comparison, the EPOS LHC model exhibits a distinct dependence

on centrality, which results from the relative contributions of the dense "core" versus the

less dense "corona" in its framework. While the decreasing trend of 𝐶p,K with centrality

is successfully reproduced by the model, its predictions for 𝐶Q,p and 𝐶Q,K differ from

the experimental observations. The Thermal-FIST model, when used in the GCE setup,

fails to describe the data for both 𝑝T ranges (Set 1 and Set 2) considered. However,

within the CE framework—which enforces exact local conservation of charges—the model

provides a significantly better match to the observed data. Notably, the CE formulation

reproduces both the magnitude and centrality dependence of the correlations, especially for

the narrower 𝑝T range of Set 2. This suggests that accounting for local charge conservation

is crucial for accurately modeling the measured fluctuations and correlations. Fine-tuning

parameters such as the size of the correlation volume 𝑣𝑐 in the CE framework could further

improve agreement between model and data.

6.4.1 Effect of Q, B, S conservation

This section explores the role of conserved quantum numbers—Q, B, and S—in shaping the

correlation observables 𝐶p,K, 𝐶Q,p, and 𝐶Q,K. Figure 6.12 presents a comparison between
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the experimental measurements and predictions from the Thermal-FIST model in the CE

with 𝑉𝑐 = 3d𝑉/d𝑦. Different scenarios are considered by imposing exact conservation of
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Figure 6.12: The centrality dependence of 𝐶p,K (top-left), 𝐶Q,p (top-right), and 𝐶Q,K (bottom) is
presented for Pb–Pb collisions at √𝑠NN = 5.02 TeV for Set 1 𝑝T acceptance (𝜋±,
K±: 0.2 < 𝑝T < 2.0 GeV/c, and p(p̄): 0.4 < 𝑝T < 2.0 GeV/c). The colored
lines represent predictions from the Thermal-FIST (TheFIST) model in the canonical
ensemble (CE), calculated with a correlation volume of 𝑉𝑐 = 3d𝑉/d𝑦, under various
conservation scenarios for Q, B, and S. Statistical uncertainties are displayed as
vertical bars, while systematic uncertainties are indicated by boxes. These figures are
taken from Ref. [43].

selected combinations of Q, B, and S. This study shows that the strength and shape of these

correlations depend strongly on which quantum numbers are conserved. In the left panel,

the data for 𝐶p,K are compared with CE calculations enforcing conservation of Q only, S

only, B only, both B and S (B+S), and all three combined (Q+B+S). The results indicate that
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enforcing Q-only conservation yields effects that are nearly indistinguishable from those

obtained with B+S conservation. Similarly, the data for 𝐶Q,p (𝐶Q,K) are compared to CE

predictions conserving Q only, S only, B only, Q+B (Q+S), and Q+B+S. While𝐶Q,K exhibits

more sensitivity to conservation of both Q and S, 𝐶Q,p can be described qualitatively with

both Q only, and Q+B conservation. Taken together, the results suggest that Q conservation

plays the most dominant role in driving the deviations of these observables from their

Poissonian baselines (0 for 𝐶p,K, 1 for 𝐶Q,p and 𝐶Q,K). The best overall description of all

three ratios is achieved when the CE model simultaneously enforces the conservation of Q,

B, and S.

6.4.2 Estimation of CE correlation volume

This section focuses on how the observables 𝐶p,K, 𝐶Q,p, and 𝐶Q,K vary with the correlation

volume in the CE framework. The 𝑉𝑐 determines the spatial domain over which exact

conservation of quantum numbers is enforced, and therefore plays a crucial role in governing

the fluctuations and correlations of conserved charges. A smaller𝑉𝑐 corresponds to stronger

local conservation effects, leading to more pronounced deviations from the Poissonian

baseline, while larger values effectively weaken these constraints and bring the observables

closer to the grand-canonical expectation. By performing a systematic comparison of

model predictions with data across a range of 𝑉𝑐 values, it is possible to quantitatively

determine the effective correlation volume that best describes the experimental results.

In Fig. 6.13, the measurements of 𝐶p,K, 𝐶Q,p, and 𝐶Q,K (for Set 1 𝑝T acceptance) as

a function of centrality are compared to the Thermal-FIST model calculations with 𝑉𝑐

varying incrementally from 2d𝑉/d𝑦 to 4d𝑉/d𝑦. The 𝑇chem is fixed at 155 MeV and the 𝛾𝑠

is set to unity consistently across all centrality intervals [44]. To quantify the agreement

between data and model, a combined chi-squared value, 𝜒2
combined, is calculated for each
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Figure 6.13: The centrality dependence of 𝐶p,K, 𝐶Q,p, and 𝐶Q,K is displayed for Pb−Pb collisions
at √𝑠NN = 5.02 TeV is presented in the left, middle, and right panels, respectively.
Model predictions from Thermal-FIST (TheFIST) [24], calculated within the canoni-
cal ensemble (CE) framework with exact conservation of Q, B, and S in a correlation
volume (𝑉𝑐), are superimposed as colored lines for different values of 𝑉𝑐. Vertical
bars denote statistical errors, whereas systematic uncertainties are indicated by boxes.
The figure is taken from Ref. [22].

𝑉𝑐, incorporating contributions from all three correlation observables:

𝜒2
combined = 𝜒2

𝐶Q,p
+ 𝜒2

𝐶Q,K
+ 𝜒2

𝐶p,K
. (6.32)

The distributions of 𝜒2
combined for both Set 1 and Set 2 𝑝T acceptances are shown in panel

(a) of Figs. 6.14 and 6.15, respectively. The optimal 𝑉𝑐 is identified as the value at

which 𝜒2
combined reaches its minimum. This minimum is obtained by fitting the 𝜒2

combined

distribution with a fourth-order polynomial and identifying its minimum point.

The associated statistical uncertainty is estimated from the range of 𝑉𝑐 values over

which 𝜒2
combined increases by one unit above this minimum. Lets say, the 𝑉𝑐 values for

which 𝜒2
combined = MIN(𝜒2

combined + 1) are 𝑉𝑐,1 and 𝑉𝑐,2 in left and right of optimum 𝑉𝑐,

then the statistical uncertainty on 𝑉𝑐, i.e., 𝜎stat
𝑉𝑐

is given by

𝜎stat
𝑉𝑐

=
𝑉𝑐,2 −𝑉𝑐,1

2
. (6.33)
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Figure 6.14: Dependence of the combined chi-squared, 𝜒2
combined on the correlation volume 𝑉𝑐 for

Set 1 𝑝T acceptance (𝜋±, K±: 0.2 < 𝑝T < 2.0 GeV/c, and p(p̄): 0.4 < 𝑝T < 2.0
GeV/c). Panel (a) presents the 𝜒2

combined distributions from fits of the observables𝐶p,K,
𝐶Q,p, and 𝐶Q,K to the model. Panel (b) presents the 𝜒2 distributions obtained when
the data are shifted upward by their systematic uncertainties, while panel (c) shows
the corresponding case for a downward shift. The minima of 𝜒2

combined distributions
in each case, which correspond to the best-fit values of 𝑉𝑐, are obtained by fitting
the distributions with a fourth-order polynomial. The resulting minima and their
associated uncertainties are marked in each panel.

To estimate the systematic uncertainty on𝑉𝑐, we adopt the method used in Ref. [45], where

the 𝜒2
combined values are recalculated after shifting the data points up and down by their

respective systematic uncertainties. For each shifted dataset, the value of𝑉𝑐 that minimizes

the respective 𝜒2
combined is extracted, as shown in panels (b) and (c) of Figs. 6.14 and

6.15. Half of the difference between these two 𝑉𝑐 values is then assigned as the systematic

uncertainty, 𝜎sys
𝑉𝑐

. The total uncertainty on 𝑉𝑐 is obtained by taking quadrature sum of

the statistical and systematic uncertainties, i.e., 𝜎total
𝑉𝑐

= 𝜎stat
𝑉𝑐

+ 𝜎sys
𝑉𝑐

. Using this approach,

the 𝑉𝑐 is determined to be (2.60 ± 0.11)d𝑉/d𝑦 and (2.82 ± 0.14)d𝑉/d𝑦 for Set 1 and

Set 2 𝑝T acceptances respectively. The extracted values provide a useful characterization

of the effective correlation volume related to charge conservation; however, they should

be interpreted with care. They may be affected by limitations in the current treatment of
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Figure 6.15: Dependence of the combined chi-squared, 𝜒2
combined on the correlation volume 𝑉𝑐 for

Set 2 𝑝T acceptance (𝜋±, K±, p(p̄): 0.4 < 𝑝T < 1.6 GeV/c). Panel (a) presents
the 𝜒2

combined distributions from fits of the observables 𝐶p,K, 𝐶Q,p, and 𝐶Q,K to the
model. Panel (b) presents the 𝜒2 distributions obtained when the data are shifted
upward by their systematic uncertainties, while panel (c) shows the corresponding
case for a downward shift. The minima of 𝜒2

combined distributions in each case, which
correspond to the best-fit values of 𝑉𝑐, are obtained by fitting the distributions with a
fourth-order polynomial. The resulting minima and their associated uncertainties are
marked in each panel.

resonance decays, assumptions inherent in the 𝑉𝑐 parametrization [35], and the absence of

certain dynamic phenomena such as initial-state fluctuations and final-state interactions.

6.4.3 Effect of resonance decays

Figure 6.16 presents a comparison between the measurements of 𝐶p,K, 𝐶Q,p, and 𝐶Q,K for

the Set 1 𝑝T acceptance, and the Thermal-FIST CE model predictions. The calculations

are performed with fixed parameters 𝑇chem = 155 MeV, 𝛾𝑠 = 1, and 𝑉𝑐 = 2.6d𝑉/d𝑦, and

are presented both with and without the contribution from resonance decays. Resonance

decays are found to play a crucial role in shaping these observables, since they naturally

introduce correlations between different particle species. Their inclusion enhances the

magnitude of all three correlation measures across the full centrality range, moving them
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Figure 6.16: The centrality dependence of 𝐶p,K, 𝐶Q,p, and 𝐶Q,K is displayed in the left, middle,
and right panels, respectively, for Pb–Pb collisions at √𝑠NN = 5.02 TeV. The curves
correspond to predictions from the Thermal-FIST (TheFIST) [24] framework within
the canonical ensemble (CE), shown both with (w) and without (w/o) the inclusion of
resonance decays. Statistical uncertainties are indicated by vertical error bars, while
systematic uncertainties are shown as open boxes. The figure is taken from Ref. [22].

further away from the Poisson baseline and bringing the model into close agreement

with the experimental data. In contrast, when resonances are neglected, the predicted

correlations are significantly underestimated, highlighting the importance of hadronic decay

contributions in the fluctuations and correlations of conserved charges.

6.4.4 Collision energy dependence

Figure 6.17 illustrates the behavior of 𝐶p,K, 𝐶Q,p, and 𝐶Q,K as a function of √
𝑠NN for

both central and peripheral collisions. The comparison combines ALICE measurements in

Pb–Pb collisions at √𝑠NN = 5.02 TeV with results from the STAR experiment for Au+Au

collisions over the range√𝑠NN = 7.7–200 GeV [8]. While the STAR analysis uses |𝜂 | < 0.5,

the ALICE data are shown for both |𝜂 | < 0.5 and |𝜂 | < 0.8. A smooth decrease of all three

observables is observed when moving from RHIC to LHC energies. At the same time, the

departure from the Poisson expectation becomes more pronounced at higher energies, for
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both central and peripheral events.
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Figure 6.17: The collision-energy dependence of 𝐶p,K (left), 𝐶Q,p (middle), and 𝐶Q,K (right).
Results for central and peripheral Au+Au collisions at lower beam energies (√𝑠NN =

7.7–200 GeV) from the STAR experiment [8] are compared to that of Pb−Pb collisions
at LHC energies (√𝑠NN = 5.02 TeV). The dashed line marks the expectation from an
uncorrelated (Poisson) baseline. Vertical error bars indicate statistical uncertainties,
whereas the systematic effects are shown as surrounding boxes. The figure is taken
from Ref. [22].

This energy-dependent behavior reflects the evolving nature of particle production

mechanisms and the interplay of conservation laws. At lower collision energies, the larger

beam rapidity leads to substantial baryon stopping, which causes an increased number of

protons to fall within the detector’s acceptance window. This enhanced baryon density

makes charge conservation effects even stronger, increasing their impact on the measured

correlations. In contrast, at higher collision energies, the system achieves a more extended

longitudinal expansion with greater particle multiplicities and reduced net-baryon density

at midrapidity [46], modifying the strength of these correlations. Moreover, the production

of hadronic resonances is significantly enhanced at LHC energies compared to RHIC, and

the decay of this increased resonance population can further influence the correlations, as

discussed in the previous section.
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6.4.5 Testing the LQCD predictions with magnetic field

Theory expectations:

Recent lattice QCD studies by Ding et al. [47, 48] investigate fluctuations and correla-

tions among conserved charges in the presence of uniform external magnetic fields. They

observe that specific combinations of second-order thermodynamic susceptibilities asso-

ciated with Q, B, and S are altered compared to the case without a magnetic field [47].

Since the isospin symmetry between up (𝑢) and down (𝑑) quarks is broken in the pres-

ence of magnetic field, their individual susceptibilities, 𝜒2
𝑢 , 𝜒2

𝑑
are modified. This effect

propagates into the full second-order susceptibility matrix involving Q, B, and S [47] and

as a result, significant modifications are observed in ratios such as (2𝜒11
Q,S − 𝜒11

B,S)/𝜒
2
S,

(2𝜒11
Q,B − 𝜒11

B,S)/𝜒
2
B (as shown in Fig. 6.18), and 𝜒11

Q,B/𝜒
2
Q [47, 48]. In particular, the scaled

Figure 6.18: Lattice QCD simulation results with non-zero magnetic field: (2𝜒11
Q,S − 𝜒11

B,S)/𝜒
2
S

(left) and (2𝜒11
B,Q − 𝜒11

B,S)/𝜒
2
B (right) shown as a function of 𝑒𝐵. Different colored

markers correspond to various temperatures spanning the range 140 < 𝑇 < 281 MeV.
The figure is taken from Ref. [47].

ratio [𝜒11
Q,B/𝜒

2
Q(𝑒𝐵)]/[𝜒

11
Q,B/𝜒

2
Q(𝑒𝐵 = 0)] (shown in Fig. 6.19) exhibits notable deviations

from unity that could be interpreted as indicative of the magnetic field’s effect, as discussed

in Ref. [48].
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Figure 6.19: The dependence of [𝜒11
Q,B/𝜒

2
Q(𝑒𝐵)]/[𝜒

11
Q,B/𝜒

2
Q(𝑒𝐵 = 0)] on the strength of the

magnetic field 𝑒𝐵 at the pseudocritical temperature, 𝑇pc, as obtained from lat-
tice QCD simulations. The black curve indicates the prediction from the HRG
model, while the dashed-purple line represents an experimentally accessible proxy
[𝜎11

Q,p/𝜎
2
Q(𝑒𝐵)]/[𝜎

11
Q,B/𝜎

2
Q(𝑒𝐵 = 0)]. The yellow band denotes the QCD continuum

estimate, with results for different lattice spacings indicated by blue (𝑁𝜏 = 8) and red
(𝑁𝜏 = 12) bands. The inset illustrates the ratios of the HRG and proxy results to those
from lattice QCD. The figure is taken from Ref. [48].

In experiments, these quantities are accessed using proxies such as (2𝜅11
Q,K − 𝜅11

p,K)/𝜅
2
K,

(2𝜅11
Q,p − 𝜅

11
p,K)/𝜅

2
p, and (𝜅11

Q,p/𝜅
2
Q)/(𝜅

11
Q,p/𝜅

2
Q)

0−5%. The last expression denotes the ratio of

𝜅11
Q,p/𝜅

2
Q to its value in the most central (0–5%) collisions. It is generally expected that the

magnetic field strength increases as collisions become more peripheral because the larger

impact parameter leads to more spectator protons generating stronger electromagnetic

fields. Hence, investigating how these observables vary with centrality could provide

valuable insight into the influence of the magnetic field on the final-state hadrons in heavy-

ion collisions.

We now explore these theoretical predictions in the experimental data to assess the

influence of magnetic fields on relevant conserved charge correlations.
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Experimental measurements:

Figure 6.20 presents the centrality dependence of the observables (2𝜅11
Q,K − 𝜅11

p,K)/𝜅
2
K and

(2𝜅11
Q,p − 𝜅

11
p,K)/𝜅

2
K for Set 1 𝑝T acceptance. Both quantities show a modest upward trend
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Figure 6.20: The ratios (2𝜅11
Q,K−𝜅

11
p,K)/𝜅

2
K (left) and (2𝜅11

Q,p−𝜅
11
p,K)/𝜅

2
K (right) measured as a function

of centrality in Pb–Pb collisions at √𝑠NN = 5.02 TeV. The colored band shows the
expectations from the Thermal-FIST (TheFIST) [24] framework within the canonical
ensemble (CE), obtained using a correlation volume of 𝑉c = 2.6, d𝑉/d𝑦. Statistical
errors are indicated by vertical lines, and systematic uncertainties are displayed as
boxes. The figure is taken from Ref. [22].

moving from semi-central to peripheral collisions. Specifically, the value of (2𝜅11
Q,K −

𝜅11
p,K)/𝜅

2
K demonstrates an approximate 4% increase between the 50–55% and 85–90%

centrality intervals, while (2𝜅11
Q,p−𝜅

11
p,K)/𝜅

2
K rises by around 5%, corresponding to statistical

significances of 2.1𝜎 and 2.8𝜎, respectively. The measurements are compared to Thermal-

FIST model calculation with CE, using the same parameters as discussed in earlier sections.

It is found that although the Thermal-FIST CE model does not incorporate magnetic field

effects, it reproduces the experimental results within statistical uncertainties. The findings

are similar also for Set 2 𝑝T acceptance.

In Fig. 6.21, the normalized ratio (𝜅11
Q,p/𝜅

2
Q)/(𝜅

11
Q,p/𝜅

2
Q)

0−5% is shown as a function
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of centrality. For both Set 1 and Set 2 𝑝T acceptances, the ratio increases steadily with
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Figure 6.21: Variation of the normalized ratio (𝜅11
Q,p/𝜅

2
Q)/(𝜅

11
Q,p/𝜅

2
Q)

0−5% as a function of collision
centrality in Pb–Pb collisions at √𝑠NN = 5.02 TeV. Results are shown for two 𝑝T
acceptances: Set 1 and Set 2 (refer to text for details) in left and right panels,
respectively. The shaded bands correspond to predictions from the Thermal-FIST
(TheFIST) [24] framework within the canonical ensemble (CE), evaluated for different
choices of correlation volume𝑉𝑐. Statistical errors are indicated by vertical bars, while
systematic uncertainties are depicted as boxes. The figure is taken from Ref. [22].

centrality. For Set 1, the ratio starts to differ from one (dashed line) after 40% centrality and

grows to about 20% higher by the 85–90% centrality interval. In Set 2, the deviation sets

in earlier, near ∼25% centrality, and reaches almost 50% in the most peripheral collisions.

The measurements are also compared to Thermal-FIST CE model calculations performed

without including magnetic field effects, for𝑉𝑐 ranging from 2.6d𝑉/d𝑦 to 3.0d𝑉/d𝑦. Across

this range, the model predictions remain nearly unchanged, reflecting limited sensitivity to

the precise choice of𝑉𝑐. However, the model fails to describe the increasing trend observed

in data beyond ∼50% centrality. This discrepancy may point to incomplete treatment

of resonance decays, missing physical ingredients, or potentially a contribution from the

initial magnetic field. Further detailed studies are required to disentangle whether these

deviations are driven by magnetic field effects or by other unaccounted mechanisms.
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6.5 Summary

This work investigates second-order fluctuations and correlations among conserved charges

by using event-by-event net-particle numbers. Specifically, we analyzed how the correla-

tions between net-charged particles, net-protons, and net-kaons—denoted as 𝐶p,K, 𝐶Q,p,

and 𝐶Q,K, which are ratios of cumulants—depend on collision centrality and also on 𝑝T

acceptance in Pb−Pb collisions at √𝑠NN = 5.02 TeV. The net-charged particle, net-proton,

and net-kaon numbers are considered as proxies of net-electric charge, net-baryon number,

and net-strangeness, respectively. All three correlators exhibit significant deviations from

the Poisson expectation, which corresponds to independent particle emission. These devi-

ations mainly reflect correlations introduced by resonance decays and by conservation of

the quantum numbers Q, B, and S. Theoretical predictions from event generators HĲING

and EPOS LHC, as well as the Thermal-FIST model in the grand canonical ensemble,

fail to fully reproduce the observed results. In contrast, the Thermal-FIST model imple-

mented within the canonical ensemble framework, which enforces exact conservation of

electric charge, baryon number, and strangeness within a correlation volume of 3.0d𝑉/d𝑦,

achieves a better match to experimental data across all centralities. Further comparison

with Thermal-FIST CE model for different correlation volumes and combined 𝜒2 fit to

the data, allows to estimate the optimum value of correlation volume. This volume is

also found to depend on the 𝑝T acceptance, underscoring the importance of kinematic

selections in interpreting fluctuation and correlation measurements. The measurements of

𝐶p,K, 𝐶Q,p, and 𝐶Q,K show a monotonically decreasing trend from lower energies at RHIC

to higher energies at the LHC; concurrently, the deviation from Poisson baseline increases

with collision energy. This energy dependence likely arises from multiple physics mecha-

nisms: baryon stopping is more relevant at lower energies, whereas resonance production
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is expected to contribute more strongly at higher energies, together shaping the observed

correlations.

6.6 Outlook

Future measurements in LHC Runs 3 and 4 will benefit from the upgraded ALICE detector,

providing significantly higher statistics along with improved tracking and PID performance.

These advances will enable more precise and differential studies of conserved-charge

fluctuations, including higher-order and mixed cumulants, thereby increasing sensitivity

to critical phenomena and QCD phase structure. Complementary measurements in the

lower-energy regime at RHIC Beam Energy Scan Phase II, as well as future experiments

at FAIR [49] and NICA [50], will be essential to map the evolution of conserved charge

fluctuations and correlations across a wider range of 𝜇B. Additionally, improved PID will

allow the inclusion of strange and multi-strange baryons in the study of conserved charge

correlations, enabling more direct comparisons with LQCD predictions. Together, these

efforts will enable a more comprehensive characterization of the QCD phase structure

across energies and system sizes.
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Chapter 7
Conclusions

This thesis provides a detailed study of the properties of strongly interacting matter created

in ultra-relativistic heavy-ion collisions, through systematic analyses of higher-order fluc-

tuations of the mean transverse momentum ⟨𝑝T⟩, differential radial flow via 𝑣0(𝑝T), and

correlations among conserved charges. Using data collected by the ALICE experiment at

the LHC, measurements were carried out in Pb–Pb, Xe–Xe, and pp collision systems.

The investigation of higher-order moments of ⟨𝑝T⟩ fluctuations—standardized skew-

ness, intensive skewness, and kurtosis—revealed systematic trends as functions of system

size. Standardized skewness was observed to decrease with increasing multiplicity, while

intensive skewness remained positive and larger than baseline expectations, consistent with

state-of-the-art relativistic hydrodynamic model predictions. These results underscore the

sensitivity of skewness observables to the earliest stages of collision dynamics and fluc-

tuations in the initial geometry. Notably, an increase in skewness and convergence of

kurtosis toward Gaussian values in the most central collisions suggests the onset of local

thermal equilibrium in the evolving medium, a fundamental criterion for the formation of

quark–gluon plasma. Complementary measurements in pp collisions showed qualitatively
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similar behaviors in ⟨𝑝T⟩ fluctuations as observed in heavy-ion collisions. Comparisons

with PYTHIA8 highlighted the role of color reconnection and final-state effects in shaping

these fluctuations in small collision systems.

A novel differential observable of radial flow, 𝑣0(𝑝T), introduced and measured for

identified hadrons in Pb–Pb collisions, revealed similar features as observed for anisotropic

flow. The results demonstrate characteristic mass ordering at low 𝑝T, baryon–meson split-

ting at intermediate 𝑝T, and approximate scaling with the number of constituent quarks—all

hallmarks of partonic collectivity and quark coalescence–driven hadronization. The sensi-

tivity of 𝑣0(𝑝T) to the bulk viscosity and the equation of state, as confirmed by comparisons

with hydrodynamic models, allows for new insights into the properties of the medium be-

yond traditional characterization of radial flow. These findings firmly establish 𝑣0(𝑝T) as

a valuable addition to the suite of observables employed in Bayesian analyses to extract

the transport properties of the quark–gluon plasma. To further unravel the implications of

these measurements, 𝑣0(𝑝T) distributions were modeled using a blast-wave framework that

incorporates event-by-event fluctuations of both the radial flow velocity and the freeze-out

temperature. The Bayesian-extracted parameters obtained by fitting the data are consistent

with those obtained from traditional 𝑝T spectra analyses, and importantly, this approach

enables the quantification of fluctuations in radial flow and freeze-out temperature them-

selves. Collectively, these studies underscore 𝑣0(𝑝T) as a sensitive and complementary

observable, for studying collectivity, freeze-out dynamics, and hadronization mechanisms

of the QCD medium.

Investigations of net-proton, net-kaon, and net-charge correlations extended this com-

prehensive study into the domain of conserved charge fluctuations, pivotal for elucidating

the QCD phase structure and freeze-out conditions at baryon-chemical potential close to

zero. Significant deviations from Poisson baselines and agreement with hadron resonance
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gas models incorporating local charge conservation affirm the complex interplay of con-

servation laws, resonance decays, and medium-induced correlations. Furthermore, hints

of effects potentially related to the strong magnetic fields generated in peripheral collisions

open exciting avenues for future investigations.

Overall, these combined analyses deepen our understanding of the quark–gluon plasma’s

initial state fluctuations, its collective expansion, and the QCD phase structure at temper-

atures and densities accessible at the LHC energies. Looking ahead, continuing advance-

ments in experimental precision and theoretical modeling will further elucidate the detailed

mechanisms governing strongly interacting matter under extreme conditions. The method-

ologies developed and the findings obtained in this thesis lay groundwork for future studies

with LHC Run 3 data, especially for the small-ion collisions (oxygen-oxygen and neon-neon

collisions) promising further insight into the emergence of collectivity and the fundamental

properties of strongly interacting matter.


