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SYNOPSIS 

 

Design and development of novel and sustainable solvent systems for their applications across 

chemical, biological, industrial, and food processing sectors.1-2 To full fill this objective, 

researchers from both academia and industries have devoted themselves.  In this context, in 

recent times, room temperature ionic liquids (RTILs) and deep eutectic solvents (DESs) have 

emerged as potential substitutes for the common volatile organic solvents (CVOS).3-9 RTILs 

are salts with low melting points, usually liquid at ambient temperature and pressure, and are 

composed of bulky and asymmetric organic cations and organic or inorganic anions.3-6 On the 

other hand, DESs are eutectic mixture having the lowest melting point, and are usually formed 

by the combination of hydrogen bond acceptor (HBA) such as quaternary ammonium or 

phosphonium salts with hydrogen bond donor (HBD) such as acid, amides or alcohol 

functionalities.7-12 Owing to the extensive interspecies hydrogen bonding interaction between 

HBA and HBD, a large decrease in the freezing point temperature is observed and the resulting 

mixture becomes liquid at room temperature.7-9 As both DESs and RTILs share many 

interesting physicochemical properties DESs are often referred as a subclass of ILs.7-9 

However, both DESs and RTILs may not necessarily behave in a similar manner at the 

microscopic level.12-13 Apart from this, even though DESs are believed to have significant 

potentials for their usage in energy and bio-related applications, the structural and dynamical 

behaviour of DESs in presence of electrolytes and the stability and conformational dynamics 

of protein in presence of DESs are still not well understood.7-9,14-17 Considering this, the main 

objective behind the current thesis is to understand the microscopic behaviour in terms of 

intermolecular interaction, micro-structural organisation and dynamics of various DESs and 

RTILs in the absence and presence of electrolytes and biomolecule through various 

spectroscopic investigations.18 Specifically, the solute-solvent dynamics i.e., rotational and 

translational diffusion dynamics of few selected solutes have been studied by employing the 



xvii 
 

time-resolved fluorescence anisotropy and fluorescence correlation spectroscopy techniques. 

Both time-correlated single photon counting (TCSPC) and fluorescence up-conversion 

spectroscopy (FLUPS) techniques have been used to study the ultrafast solvent response of 

both DESs and RTILs. Apart from this, the translational self-diffusion dynamics of both DESs 

and RTILs have also been carried out with the help of nuclear magnetic resonance (NMR) 

techniques. Lastly, the structural and conformational dynamics of the protein in the presence 

of DESs, as well as the mechanism of protein-DES interaction have also been investigated. 

Organization of thesis 

The present thesis has been divided into six chapters. A brief description of the contents of 

different chapters of the thesis are provided below. 

Chapter 1: Introduction 

Chapter 1 starts with a brief introduction about ionic liquids (ILs) and deep eutectic solvents 

(DESs). Different classes of ILs and DESs and their physicochemical properties are also 

presented in this chapter. Further, the applications of ILs and DESs in various fields ranging 

from chemical, biological to material sciences have also been highlighted. Next, a brief 

discussion about the structure and dynamics of ILs and DESs have been discussed by providing 

recent literature reports. After this, various phenomena that are used while studying the 

microscopic behaviour of various DESs and ILs have been discussed in details. Particularly, 

excitation wavelength dependent emission behaviour, solvation and rotational relaxation 

dynamics, translational diffusion dynamics of both DESs and ILs are provided in detail. 

Finally, the current challenges in DESs and ILs research and the objective behind the present 

thesis work have been outlined at the end of this chapter. 
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Chapter 2: Instrumentation and Methods  

This chapter outlines the basic principles of different experimental techniques related to both 

ensemble average and single molecule measurements employed in the current thesis work. 

Various spectroscopic techniques such as absorption spectroscopy, steady-state and time-

resolved emission spectroscopy have been demonstrated briefly in this chapter. Specifically, 

the fundamental working principle of time-correlated single photon counting (TCSPC), 

fluorescence up-conversion spectroscopy (FLUPS) and single molecule fluorescence 

spectroscopic technique have been discussed in details. Additionally, measurements of self-

diffusion coefficient through pulsed-field-gradient NMR (PFG-NMR) techniques have also 

been provided. Apart from this, various methodologies to obtained the fluorescence decays 

parameters, time-resolved emission plots, solvation and rotational relaxation time scale, and 

translational diffusion time have been demonstrated. Moreover, analysis of the rotational 

relaxation time in light of hydrodynamic model have also been discussed. The error limits 

corresponding to different experimental parameters are provided in the end of this chapter. 

Chapter 3a: Understanding the Differences in the Microscopic Behaviour between Deep 

Eutectic Solvents and Room Temperature Ionic Liquids 

Although DESs are considered a subclass of ILs, they may not necessarily behave 

similarly at the microscopic level.  This is due to the fact that in RTILs, apart from some non-

covalent interaction, the coulombic force of interaction between the cation and anion governs 

the structure-property relationship, whereas in DESs, the extensive interspecies hydrogen 

bonding interactions between HBA and HBD are believed to be the main cause for the observed 

physicochemical properties. 

In this chapter we have tried to understand the differences in the microscopic behaviors 

in terms of structure, dynamics, intra and inter molecular interactions of deep eutectic solvents 

(DESs) and room temperature ionic liquids (RTILs). For this purpose, a choline chloride-based 
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DES (ethaline) and three hydroxyls functionalized ILs (Chart 1), are employed and investigated 

by exploiting steady-state and time-resolved fluorescence, EPR, NMR and FCS techniques. 

The hydroxyl group based ILs have been chosen purposefully so that apart from the role of 

hydroxyl group, various other factors which account for the difference in the microscopic 

behavior of both DES and ILs can be clearly understood. EPR spectral measurements have 

revealed that the polarity of hydroxyl ILs employed in this study are significantly high, whereas 

polarity of ethaline is found to be close to that of aliphatic poly-hydroxy alcohols. Investigation 

of rotational and translational diffusion dynamics of selected probes have indicated that the 

extent of solute-solvent interaction is relatively higher in the DES in comparison to that in 

hydroxyl ILs. Interestingly, diffusions studies have also depicted that the decoupling of solute 

dynamics with medium viscosity is found to be more for hydroxyl ILs than that for ethaline 

indicating the extent of dynamic heterogeneity is more in hydroxyl ILs as compared to that in 

ethaline. Measurements and analysis of self-diffusion coefficient through NMR have suggested 

that ethaline have larger hydrodynamic radius as compared to the hydroxyl ILs indicating more 

associated structure in ethaline. Essentially, all the results obtained from these investigations 

have demonstrated that despite having similar functional moieties, different 

intra/intermolecular interaction (such as solute-solvent interaction, specific hydrogen bonding 

interaction, coulombic interaction etc.) operating at microscopic level are considerably 

different between DES and hydroxyl ILs. The outcome of this work further highlights that all 

these interactions and energetics lead to a distribution of relaxation rate as well as spatial 

rearrangement which are different for DES and hydroxyl ILs and are primarily responsible for 

observing the difference in the micro-heterogeneous behaviour between DES and hydroxyl 

ILs.  
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Chart 1. Molecular structures of ILs, constituents of the DES and the probes used in the study. 

 

Figure 1: log- log plot of τr versus η/T of C153 (a), perylene (b) and MPTS (c) in both DES 

and hydroxyl ILs. Solid orange and blue line represent the slip and stick boundary condition 

respectively. Solid black line represents linear fit to the data points. 

Chapter 3b: Studies on the Temperature-Dependent Ultrafast Solvation Dynamics in 

Deep Eutectic Solvents and Room Temperature Ionic Liquids 

This chapter describes the difference in the solvent relaxation behavior between DESs 

and RTILs at both shorter (ultrafast) as well as longer time scale. For this purpose, dynamics 

of solvation have been investigated in a choline chloride-based DES and three hydroxyls 

functionalized ILs (keeping the hydroxyl functionalities same in both classes of solvent 

systems), so that the role of various inter/intra molecular interaction including hydrogen 
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bonding interaction on the solvent relaxation behavior can be understood. Fluorescence up-

conversion spectroscopy techniques (FLUPS) coupled with time correlated single photon 

counting (TCSPC) techniques have been exploited to study the complete Stokes shift dynamics 

of a dipolar probe, coumarin 153 (C153) dissolved in these media. The solvent response 

functions generated from the complete dynamic Stokes shift data reveal a bimodal solvent 

relaxation behaviour having a very fast sub-picosecond and a relatively slower picosecond to 

sub-nanosecond solvation time component for both DES and hydroxyl ILs. The relatively 

slower solvation time component which correlates with bulk viscosity of the concerned 

medium is found to arise due to the diffusional motion of the constituents of both DES and 

hydroxyl ILs. However, temperature dependent solvent relaxation measurement has revealed 

that at iso-viscous condition the solvent relaxation is much faster in the DES as compared to 

that in hydroxyl IL indicating the appreciable differences in the solvent relaxation behaviour 

between these two classes of solvent systems at longer time scale. Interestingly, when the early 

part of the dynamics is monitored, the amplitude associated with the ultrafast component for 

the DES is observed to increase significantly with increase in temperature, whereas the same 

remain almost unchanged for the hydroxyl IL. This behaviour essentially indicates that even at 

shorter time scale, the process of solvent relaxation is considerably different for both DES and 

hydroxyl ILs. Overall, all these investigations pertaining to this work have essentially 

demonstrated that despite having similar functionalities, different motion related to the solvent 

relaxation, operating at microscopic level in both these classes of solvents are significantly 

different from each other. Molecular structure of the constituents of both RTILs and DES are 

shown in chart 1. 
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Figure 2. Spectral shift correlation function C(t) decay with time for C153 in (a) ethaline and 

(b) [N3 1 1 2OH][NTf2] at different temperature. The solid line represents fit to the data point. 

Chapter 4: Probing the Impact of Increase in the Number of Hydroxyl Groups on the 

Structure and Dynamics of Ammonium-Based Room Temperature Ionic Liquids 

Having understood that hydroxyl functionalities play crucial role in controlling the 

structure and dynamics of both DESs RTILs, in this chapter we have tried to understand the 

impact of variation in the number of hydroxyl groups on the cationic head of ammonium-based 

room temperature ionic liquids (RTILs) towards inter/intra molecular hydrogen bonding 

interaction, local structural organization and dynamics of the solvent systems. For this purpose, 

behaviour of three hydroxyl functionalized ammonium based RTILs (HFILs) bearing different 

numbers of hydroxyl groups on the cationic head as well as a non-hydroxyl ammonium based 

RTIL have been examined using both ensembled average and single-molecule spectroscopy 

techniques. The solvent relaxation dynamics of all the concerned RTILs have been investigated 

by combining the TCSPC and FLUPs techniques, and it has been found that all of the RTILs 

exhibit a bimodal solvent relaxation behaviour with a very fast sub-picosecond and a relatively 

slower picosecond to nanosecond solvation time component. Interestingly, the investigations 

on the rotational and translational diffusion dynamics of a few particular solutes have revealed 

that the solvent-solvent interaction in the poly-hydroxyl-based HFILs is substantially stronger 

than the solute-solvent interaction prevailing in that media. More interestingly, analysis of the 

(a) Ethaline (b) [N3 1 1 2OH] 
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rotational diffusion data have shown that all RTILs exhibit significant dynamic heterogeneity, 

which increases with increase in the number of hydroxyl groups on the cationic head of HFILs. 

Moreover, PFG-NMR study have revealed that the HFILs had considerably larger 

hydrodynamic radii than the non-hydroxyl RTILs, which is likely due to the result of stronger 

hydrogen bonding interaction between the hydroxyl groups and the constituent of the HFILs. 

The outcomes of all these investigations have clearly demonstrated that subsequent addition of 

hydroxyl functionalities to the cationic head of the RTILs significantly alter the intra/inter 

molecular interaction, local structural organisation and heterogeneity of the medium. 

 

Chart 2. Molecular structures of ILs and probes used in the study. 

 

Figure 3. (a) Temperature dependent variation of the self-diffusion coefficients of the RTILs 

(b) D vs T/η plot of RTILs, (c) hydrodynamic radii of cationic species calculated through SE 

equation. 

(a) (b) (c) 
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Chapter 5: Influence of Lithium Salt on the Structure and Dynamics of Deep Eutectic 

Solvents 

  As DESs are known to possess large electrochemical potential windows, and negligible 

water electrolysis capacity, they are expected to be very attractive candidates for 

electrochemical applications.  However, the influence of electrolytes on the structure, 

dynamics and heterogeneity of DES are still not explored.  

Considering this, in chapter 5, attempts have been made to understand the 

intermolecular interaction, structural organisation and dynamics of two DES systems in 

absence and presence of lithium salt so that the potential of these mixtures in electrochemical 

application is realised.  For this purpose, the structural and dynamical behaviour of two DESs 

(Ethaline and Glyceline) and their mixture with lithium bis(trifluoromethylsulfonyl) imide 

(LiNTf2) have been investigated by employing steady state, time resolved fluorescence, EPR 

and NMR spectroscopic techniques. EPR spectral measurements have revealed that the 

polarities of the medium are closed to that of aliphatic poly-hydroxy alcohol and the same is 

found to increase with increase in the concentration of lithium salt for both DESs. Studies on 

dynamic of solvation have shown an increase in the average solvation time with increase in the 

concentration of lithium salt. Interestingly, correlation of average solvation time and 

conductivity of the concerned media have indicated that ethaline, as compared to glyceline, 

may serve as a relatively better candidate for electrochemical uses. Subsequent investigations 

of rotational dynamics through time resolved fluorescence anisotropy and measurements of 

self-diffusion coefficient through NMR of both DESs have suggested significant perturbation 

in the structural organisation of these solvent systems in presence of lithium salt. All these 

investigations have categorically demonstrated that the structural organisation of both ethaline 

and glyceline are significantly different from each other and addition of lithium salt 

considerably perturb the nano/micro structural organisation of the solvent systems. The 



xxv 
 

outcome of this study is expected to be helpful in realizing the potential of these media for 

various electrochemical applications including application in lithium-ion battery. 

 

Chart 3. Molecular structures of the constituents of DESs and the probes used in the study. 

 

Figure 4. log- log plot of τr versus η/T of C153 (a), (b); Perylene (c), (d) and MPTS (e), (f). 

upper panel is for ethaline and lower panel is for glyceline in the absence and presence of 

lithium salt. Solid Brown and green line represent the slip and stick boundary condition 

respectively. Solid black line represents linear fit to the data points. 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 
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Chapter 6: Assessing the Influence of Deep Eutectic Solvents on the Structure and 

Conformational dynamics of Bovine Serum Albumin 

Although deep eutectic solvents (DESs) are believed to be superior alternatives to both 

ionic liquids and conventional organic solvents for their application in the storage and 

processing of biomolecules, it is still unclear whether all DESs or only specific types of DESs 

will be suitable for the said purpose. Additionally, in order to develop new and sustainable 

DESs for bio-related applications, it is also very important to have a molecular level 

understanding of the mechanism of protein-DES interactions. 

 In view of this, the current chapter aims to provide a comprehensive understanding on 

the mechanism of protein-DES interaction as well as the structural and conformational stability 

of a protein (BSA) in the presence of DESs. For this purpose, two DESs, namely Ethaline 

(Choline chloride: ethylene glycol) and BMEG (benzyltrimethyl ammonium chloride: ethylene 

glycol), having the same hydrogen bond donor but with distinct hydrogen bond acceptor are 

chosen, so that how a small change in one constituent of a DES alter the protein-DES 

interaction at the molecular level can be understood. The protein-DES interaction is 

investigated by exploiting both ensemble averaged measurements like steady-state and time-

resolved fluorescence spectroscopy, circular dichroism (CD) spectroscopy and single molecule 

measurements techniques like fluorescence correlation spectroscopy (FCS). Both steady-state 

and time-resolved fluorescence measurements have shown that BSA interacts more strongly 

with BMEG as compared to ethaline, and the BSA-BMEG interaction is primarily governed 

by hydrophobic interactions. Interestingly, a thorough analysis of FCS data have revealed that 

while a small quantity of BMEG can completely unfold the native structure of the protein, the 

protein can remain in partially unfolded state even in the presence of very high concentration 

of ethaline. More interestingly, it has also been observed that at very high BMEG 

concentration, favourable interaction among the unfolded protein can enhanced the protein-
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protein interaction resulting in the aggregation of BSA. All the results obtained from both 

ensemble average and single molecule measurements are found to be in perfect agreement 

suggesting that both protein-DES interaction and interspecies interaction among the constituent 

of DESs regulate the overall stability and conformational dynamics of the protein in DESs. 

Moreover, as BMEG causes aggregation of the protein and protein aggregation are linked with 

many neurodegenerative disorders, the outcome of the current study also clearly points out that 

not all DESs can be treated as an alternative media for the storage of biomolecules. The current 

investigations at both single molecular and ensemble average condition is expected to be 

helpful in the judicious selection, design, and development of novel DESs for protein storage 

and applications. 

 

Chart 4. Molecular structures of the constituents of DESs, structure of BSA in native state and 

the probe used in the study. 

 

BSA 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 
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Figure 5. FCS traces of BSA-FITC in presence of (a) Ethaline and (b) BMEG, solid black line 

sows the fitting of the FCS traces. Normalized fitted FCS traces of BSA-FITC in (c) Ethaline 

and (d) BMEG. Variation of (e) hydrodynamic radii and (f) conformational time (𝜏𝑅) in 

presence of different quantity of DESs. 
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Abstract 

This chapter provides a brief overview of ionic liquids (ILs) and deep eutectic solvents (DESs), 

including their different types and physicochemical properties. The chapter also highlights the 

diverse applications of ILs and DESs in various fields, such as chemical, biological, and 

material sciences. Recent literature reports are used to discuss the structure and dynamics of 

ILs and DESs. Additionally, various phenomena that are commonly used to study the 

microscopic behaviour of these solvents (such as excitation wavelength-dependent emission 

behaviour, solvation and rotational relaxation dynamics, translational diffusion dynamics, etc.) 

are explained in detail. Finally, the chapter outlines the current challenges in DESs and ILs 

research and describes the objectives of the present thesis work. 

 

1.1. Solvents - a brief introduction 

Solvents are essential components in almost all biological and chemical processes. According 

to IUPAC, solvents are substances that are capable of dissolving or dispersing other substances, 

creating homogeneous mixtures or solutions.1 In biological systems, water is the most common 

and important solvent.2 It is essential for many biological processes, such as metabolism, 

transport of nutrients and waste, and maintenance of cell shape and structure. In chemical 

processes, solvents play a crucial role in many reactions, including dissolution, precipitation, 

extraction, and separation.3 It is worth noting that the choice of solvent can have a significant 

impact on the outcome of a chemical reaction or biological process.3-5 The properties of the 

solvent, such as its polarity, acidity or basicity, and boiling point, can affect the solubility, 

reaction rates, selectivity, and yield.4 Therefore, selecting the appropriate solvent is an 

important consideration in many scientific and industrial applications. In addition, new types 

of chemical reactions and processes are constantly being developed, and these may require new 

types of solvents that can meet the specific requirements of the end users. Apart from this, 
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demand for more sustainable and green solvent systems is constantly increasing, particularly 

in industries like pharmaceuticals, biotechnology, and materials science.6 Overall, the 

development of new solvents with specific properties and characteristics, as well as solvents 

that are safer, less toxic, and have lower environmental impacts, is an ongoing area of research 

and development in chemical sciences.7-11 

The use of solvents can be traced back to ancient times when natural substances such 

as water, alcohol, and vinegar were used for cleaning, dyeing, and other applications. Over the 

time, solvent systems have undergone significant progress, with new solvents being developed 

and existing solvents being improved in terms of their performance and environmental 

impact.12 The progress of solvent systems over the time has been influenced by a number of 

factors, including advances in technology, changes in regulatory requirements, and a growing 

awareness of the environmental impact of solvents.  

• In the 18th-19th century, natural solvents such as water, ethanol, and plant-based oils 

were commonly used for various applications, including cleaning, extraction, and 

preservation.9, 12 

• In the 19th century, with the onset of the Industrial Revolution, the demand for more 

specialized solvents increased. Solvents such as kerosene, benzene, and toluene were 

developed for use in various industrial applications.4 

• Later on, the petrochemical industry, which began in the early 20th century, 

revolutionized the design and development of solvent systems. Solvents such as 

methanol, ethanol, and acetone were produced on a large scale using petrochemical 

feedstocks, making them cheaper and more widely available.3 Moreover, non-aqueous 

solvents such as dimethyl sulfoxide (DMSO) and N,N-dimethylformamide (DMF) 

were developed, which have higher solvating power and lower toxicity than many 
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organic solvents.13 However, it became clear that these solvents were highly toxic and 

harmful to human health and the environment 

• In the latter part of the 20th century, concerns about the environmental impact of 

solvents began to grow. This led to the development of "green solvents" that are less 

toxic and have a lower environmental impact than traditional solvents.5, 7, 9-11, 14 

Examples of green solvents include ILs and supercritical CO2.
15 The discovery of liquid 

ammonia as a solvent for metals and inorganic compounds led to the development of 

new synthetic materials, such as ammonia-based fertilizers and explosives. 

• In the 21st century, there has been a growing interest in green solvents, which are 

environmentally friendly and sustainable. Examples include ILs, DESs, and bio-based 

solvents.9, 16, 17 

Overall, the design and development of solvent systems have progressed from early natural 

solvents to modern synthetic solvents and, more recently to green and "designer solvents" that 

are tailored to do specific applications. In this context, both ILs and DESs have come to light 

as feasible options to serve as sustainable media for various applications ranging from chemical 

and biological to material chemistry.18-21 

1.2. Ionic Liquids (ILs) 

ILs are liquid molten salts that generally consist of large, asymmetrical organic cations and 

small, inorganic, or organic anions with melting temperatures below 100 °C.22 In ILs, the 

cations are typically organic groups such as ammonium, imidazolium, pyrrolidinium, and 

pyridinium, etc., while the anions can be organic or inorganic, such as chloride, bromide, 

tetrafluoroborate, and hexafluorophosphate.23 The constituent ions in ILs have larger sizes than 

traditional ions, and as a result, their charge is dispersed. This causes the charge density on the 

constituent ions to be low. The large size of the constituent ions and the low charge density 

reduce the Coulombic forces between them, which disrupts the lattice packing and prevents the 
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formation of a regular crystalline structure. As a result, the low charge density on the 

constituent ions and inefficient packing is responsible for the liquid state of ILs.24-26 ILs were 

initially thought to have properties similar to those of conventional molecular liquids, such as 

water or organic solvents. However, with the advancement of research techniques and a deeper 

understanding of the structure of ILs, it has become clear that the diverse ordering structures 

present in ILs are driven by both short-range and long-range interactions among the constituent 

ions.26-28 The combination of these interactions leads to the formation of a complex structure 

in ILs, characterized by the presence of ionic clusters, voids, and channels.26, 29-31 This unique 

structure results in a variety of physical and chemical properties, low vapor pressures, high 

viscosity, low toxicity, high ionic conductivity, extremely high thermal stability, and capability 

to dissolve a wide range of inorganic, organic compounds making ILs an attractive class of 

solvents and electrolytes for various industrial applications.16, 23, 32-37 

 The history of ILs dates back to 1914 when the German chemist Paul Walden38 

synthesized an ionic salt, ethylammonium nitrate (EAN), that remained liquid at ambient 

temperature. EAN was the first documented example of a salt material with a low melting point 

(120C) and a low viscosity, and it was considered a puzzling for many years. Later, in 1959, 

Hurley and Wier39 recognized the potential benefits of mixing aluminium compounds with 

alkylpyridinium chloride salts to synthesize organic chloroaluminates. This led to the 

development of the first generation of ILs, which had lower melting points than traditional 

molten salts and could be synthesized using simpler and less expensive methods.32 However, 

these haloaluminate ILs had some drawbacks, including high sensitivity to atmospheric 

moisture, which could cause their hydrolysis and degradation, and eventually limit their 

widespread use and commercialization. This problem was overcome when Wilkes and 

Zaworotko40, in 1992, synthesized the air and water-stable 1-ethyl-3-methylimidazolium-based 

ILs containing tetrafluoroborate, hexafluorophosphate, nitrate, sulphate, and acetate anions. 
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These ILs are classified as second generation ILs. However, These ILs are very viscous and 

generate HF acid when hydrolysed in the presence of minute amounts of water.40 This 

shortcoming prompted the development of the third generation ILs which are composed of 

perfluorinated anion containing RTILs such as bis(trifluoromethanesulfonyl)imide (NTf2) 

fluoroalkylphosphate (FAP), etc., and address the problem of second generation RTILs.41, 42 

These ILs have low melting points, low viscosities, and low conductivities and are mostly 

hydrophobic in nature. However, these anions are more costly and have a larger affinity for 

attaching Lewis’s acid metal ions than other anions in RTILs. Moreover, the disposal of these 

RTILs is often difficult as they contain fluorine, which is poisonous and dangerous to 

humans.41-42 Due to this issue, non-fluorinated orthoborate, carborane anion–containing RTILs 

that are less expensive and have low coordination are also developed.43-45  

 

Chart 1.1. Molecular diagrams of different cations and anions that are used to synthesize 

various ILs. 
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Development of RTILs has expanded significantly in recent years, and many other 

types of ILs, such as geminal dicationic ILs, functionalized ILs, amino acids-based ILs, etc., 

have been synthesized.45-53 Apart from this, task-specific ILs (TSILs) have become more 

popular as they are specifically designed for a particular application.54, 55 TSILs are synthesized 

by modifying the cation or anion, or by introducing new functionalities in a conventional ionic 

liquid to modulate its properties. There are diverse classes of ILs that can be functionalized 

with various types of functional groups. TSILs having some common functional groups, such 

as amine, thiol, hydroxyl, carboxylate, etc., have found many applications in diverse areas such 

as CO2 capture, asymmetric synthesis, energy storage and conversion, lubricants, etc.56-62 

1.3. Deep eutectic solvents (DESs) 

DESs are eutectic mixtures that are formed by mixing two or more solid or liquid components 

in a specific ratio that results in a melting point much lower than that of each individual 

component.19, 20, 63 The word "DES" refers to liquids that are close to the eutectic composition 

of the mixture, or the component molar ratio that results in the lowest melting point.19, 20, 64 

DESs are usually composed of large, nonsymmetric ions that have low lattice energy and 

therefore low melting points. Abbott and co-workers63 were able to create the first DES in 2003 

through the combination of choline chloride and urea in a 1:2 ratio. Although choline chloride 

and urea have melting points of 303°C and 133°C, respectively, the resulting mixture had a 

melting point of 12°C and became liquid at room temperature due to a 178°C depression in 

freezing point temperature. This significant decrease in freezing point led Abbott et al.63 to coin 

the term "Deep Eutectic Solvents" to distinguish them from conventional ILs. The researchers 

have also suggested that DESs are formed through the combination of hydrogen bond donors 

(HBD), such as quaternary ammonium/phosphonium salts, with hydrogen bond acceptors 

(HBA), such as acid, amide, or alcohol functionalities.19, 20 The drop in the melting point of the 
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combination in comparison to the melting points of the individual components is brought about 

by the charge delocalization that takes place through hydrogen bonding between, say, a halide 

ion and the hydrogen-donor moiety.63, 64  

 

Scheme 1.1.  (a) Phase diagram for the combination of choline chloride with urea at different 

mol % of urea. (b) Proposed complexation occurring in ChCl:urea DES (1:2 molar ratio)  (both 

figure are adapted from Abbott et al.63 

 

 It is noteworthy that DESs differ from traditional ILs in two ways: firstly, DESs are not 

entirely composed of ions, can also include molecular components, and secondly, they can also 

be formed by combining non-ionic components.20, 65 It is to be noted that DESs are not pure 

substances but rather a mixture of two or more pure components. Moreover, DESs are distinct 

from simple eutectic mixtures in many aspects.19-20 In 2019, Martin and colleagues66 proposed 

a more comprehensive definition of DESs that builds upon the previous understanding of these 

systems. According to this definition, a DES is a mixture of pure compounds for which the 

eutectic point temperature is below that of an ideal liquid mixture. This means that the mixture 

has a lower melting point than what would be expected for a simple eutectic mixture. In order 

to differentiate a mixture as a DES from other simple eutectic mixtures, the phase diagram 

should be known. This is because DES systems exhibit strong negative deviations from 

ideality, meaning that their properties and behaviour differ significantly from what could be 
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expected for an ideal mixture.66 However, later on, the definition of DESs provided by Alhadid 

et al.67 in 2019 builds on the concept of a simple eutectic mixture with a lower eutectic point 

temperature than the melting temperatures of the pure constituents, but they added the 

requirement that the depression in eutectic temperature must be large enough to form a liquid 

at the operating temperature. In other words, the eutectic mixture should remain in the liquid 

phase under the operating conditions of interest. Therefore, to identify a mixture as a DES 

using this definition, knowledge and understanding of solid-liquid equilibria (SLE) are 

necessary.67 By studying the SLE of a mixture, researchers can determine the eutectic point 

and the temperature range in which the mixture will remain in the liquid phase. Overall, it has 

been mostly accepted by the scientific community that a simple eutectic mixture with a large 

depression in eutectic temperature relative to the melting temperatures of the pure constituents 

can be considered a DES if it remains in the liquid phase at the operating temperature.19-20,63-67 

 

Scheme 1.2. Comparison of the solid-liquid equilibrium (SLE) of a simple ideal eutectic 

mixture (represented in red) and a deep eutectic mixture (represented in blue). The melting 

temperatures of the individual components are denoted by 𝑇𝑚,1  and 𝑇𝑚,2 . The temperature 

depression is indicated by the difference (∆𝑇2) between the ideal eutectic point (∆𝑇𝐸,𝑖𝑑𝑒𝑎𝑙) and 

the real eutectic point (∆𝑇𝐸), and not by the difference (∆𝑇1) between the linear combination 

of the melting points of the pure components and the real eutectic point. (This figure has been 

adapted from Martins et al.66 
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1.3.1 Classification of DESs 

With the increasing number of DESs being reported, there is a need to organize and classify 

these solvent systems based on their constituent components. The general formula that helps 

to describe DESs is given below19, 

Cat+ X- z Y 

where Cat+ is fundamentally any cation containing ammonium, phosphonium, or sulfonium 

group, and X is a Lewis base, for the most part, a halide anion. When an anion (X-) interacts 

with a Lewis or Brnsted acid (Y), a complex anionic species (Z, where z is the number of Y 

molecules involved) is formed, which is particularly responsible for the decrease in the freezing 

point temperature. Smith et al.19 proposed a classification system that divides DESs into four 

types (I, II, III, and IV) based on their components. Table 1.1 represents the different classes 

of DESs. 

Table 1.1. Classification of DESs 

Types General Formula Terms 

Type I      Quaternary ammonium salt +    

                       metal chloride                     

Cat+ X- zMClx M = Zn, Sn, Fe, Al, 

Ga, In 

Type II     Quaternary ammonium salt +   

                     metal chloride hydrate     

Cat+ X- zMClx 

•yH2O 

M= Cr, Co, Cu, Ni, Fe 

Type III    Quaternary ammonium salt + 

                       hydrogen bond donor 

Cat+ X- zRZ Z= CONH2, COOH, 

OH 

Type IV    Metal chloride hydrate + 

                     Hydrogen bond donor 

MClx + RZ = 

MClx-1
+ •RZ + 

MClx+1 
- 

M= Al, Zn, and Z= 

CONH2, OH 

 

As mentioned above, there are four types of DESs classified according to the nature of the 

complexing agent and a quaternary ammonium salt. Type I DESs are prepared by the 

combination of quaternary ammonium salts with metal chlorides. Abbot et al.68 have 

synthesized the moisture-stable, Lewis-acidic DESs by mixing appropriate molar ratios of 
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MCl2 (M = Zn and/or Sn) and quaternary ammonium salts having the general formula 

[Me3NC2H4Y]Cl (Y = OH, Cl, OC(O)Me, OC(O)Ph). Type II DESs are formed by the 

complexation of quaternary ammonium salts with metal chlorides. Example includes the dark, 

viscous liquids formed by the combination of choline chloride with chromium (III) chloride 

hexahydrate in a 1:2 molar ratio.69 Type III DESs are also known as organic-organic eutectic 

mixtures and are becoming increasingly popular due to their metal-free nature, ease of 

preparation, stability to moisture, and potential for biodegradability. Unlike Type I and II 

DESs, which contain metal salts, Type III DESs are formed by mixing two or more organic 

compounds, typically a hydrogen bond donor (HBD) and a hydrogen bond acceptor (HBA).21, 

63, 64 The common HBAs are the quaternary ammonium/phosphonium salts (Chart 1.2), while 

common HBDs include acid, amides, and alcohol functionalities (Chart 1.3).19, 20 Since there 

are numerous HBAs and HBDs are available, large number of Type III DESs can be 

synthesized. Many review articles have been published signifying the potential of Type III for 

their industrial scale preparation and use in various fields. Type IV DESs results from the 

combination of metal chloride hydrate with different HBDs. Examples includes the eutectic 

mixture of ZnCl2 with HBDs like urea, acetamide, ethylene glycol.70 In recent times, apart from 

these four categories of DESs, another class of DESs have also found growing interest from 

the research scientific community. These are formally called as Type V DESs or hydrophobic 

or non-ionic DESs.71, 72 These types of DESs are phenol or phenolic compound-based DESs 

where the phenolic OH involves in hydrogen bond formation with another component. 

Examples include the DES formed by the combination of thymol with menthol.71-72 
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Chart 1.2.  Some common hydrogen bond acceptors (HBAs) 

 

Chart 1.3.  Some common hydrogen bond donors (HBDs) 

1.4. General Physical Properties of RTILs and DESs 

Both RTILs and DESs share many interesting physiochemical properties, such as low vapour 

pressure, non-flammability, high viscosity and density, high thermal and chemical stability, 

etc.19, 20, 23, 29, 31, 73 Moreover, these properties can be tuned by varying cations and anions of 

ILs and the constituents as well as the composition of the components of the DESs. Because of 

these properties, both DESs and ILs are referred as “designer solvents”.20, 29, 31 Theoretically, 
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it is possible to generate 1018 combination cations and anions to synthesize different ILs.29 

Similarly, 106 – 108 number DESs can be prepared by different combinations of constituents 

and by changing the composition of the constituents.19, 20 Some common physical properties of 

both ILs and DESs are provided in the following tables. 

Table 1.2.  Common physical properties of some ILs74 

Systems Tm (ᴏC) Ρ (g/cm) η (cP) σ (mS cm-1) 

EMIM Cl 86 solid solid solid 

BMIM Cl 65 solid solid solid 

EMIM Tf2N -3 1.52 1.52 34 

BMIM Tf2N -4 1.43 1.43 52 

OHEMIM Tf2N -9 1.57 1.78 56 

 

Table 1.3.  Common physical properties of some choline chloride (melting point 576K)-based 

DESs with different hydrogen bond donor20 

 

HBDs (Tm, K) Tm (K) Ρ (g/cm) η (cP) σ (mS cm-1) 

Urea (406) 285 1.25 750 0.199 (313K) 

Glycerol (290.8) 233 1.18 376 1.05 (293K) 

Ethylene glycol (260.1) 207 1.12 40 7.61 (293K) 

Malonic acid (408) 283 1.25 1124 - 

2,2,2-Trifluoroacetamide (345) 228 1.342 256 0.39 (313K) 

 

1.4.1. Melting Point: Melting is the process by which a solid changes phase to become a 

liquid. During melting, the crystal lattice of a solid is disrupted, causing the molecules 

or ions to move more freely and lose their ordered arrangement. Both ILs and DESs 
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have a wide liquid range due to their low melting point and high decomposition 

temperature. The lowest melting point for RTILs documented to date is -960 C.25 The 

intermolecular interaction and charge delocalization of the cations and anions 

significantly influence the melting point of temperature.75 Similarly, in DESs, the 

composition and the strength of intermolecular interaction among the constituents of 

DESs significantly control the melting point.19-20 

1.4.2. Thermal Decomposition temperature: Thermal stability is the ability of a material to 

resist decomposition or degradation due to exposure to certain high temperatures. The 

thermal stability of a material is typically characterized by its thermal decomposition 

temperature, which is the temperature at which the material starts to decompose. 

Thermal stability of both ILs and DESs depends upon their respective constituents. ILs 

typically have a thermal stability of up to 450 °C and a decomposition temperature of 

300–500 °C.76, 77 DESs exhibit thermal behaviour that differs significantly from that of 

ILs.78 ILs typically undergo breakdown at higher temperatures, starting with either the 

anion or cation and ultimately resulting in the degradation of the opposing ion. In 

contrast, the hydrogen bond connections between DESs often weaken at high 

temperatures, causing them to initially decompose into hydrogen bond donors (HBDs) 

and acceptors (HBAs).79 HBDs with low boiling points or weak stabilities then undergo 

volatilization or decomposition, whereas the HBAs experience this process at higher 

temperatures. For instance, choline chloride (ChCl), the most commonly used HBA, 

begins to degrade at approximately 250 °C.80 

1.4.3. Density: Density is defined as the mass per unit volume of a material. It is the measure 

of how closely packed the particles (atoms, ions, or molecules) in a substance are. The 

denser a substance is, the more closely packed its particles are. Both RTILs and DESs 

are much denser than water, with a density between 1.0 to 1.7. For ILs, as the alkyl 
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chain length of the cation increases, the density of alkylammonium, alkylimidazolium, 

and alkylpyrrolidinium ILs decreases.81, 82 Additionally, the densities of ILs are 

influenced by the nature of the cation and anion. When there is a variation in the cationic 

moiety, the density generally decreases in the order of pyridinium ILs > imidazolium 

ILs > aliphatic ammonium ILs and piperidinium ILs.83 In the case of ILs with 1-ethyl-

3-methylimidazolium ([EMIM]) cation, the trend of density with respect to the anion 

follows the order: CH3SO3¯ < BF4¯ and CF3COO¯ < CF3SO3¯ < (CF3SO2)2N¯ < 

(C2F5SO2)2N¯. The densities of DESs are determined by their composition and 

constituents. In some DESs, the density is higher than that of the pure components, 

while the opposite behaviour is also observed. This significant variation in density 

could be due to the different molecular organization or packing of the DES.20, 84, 85 

1.4.4. Viscosity: Viscosity refers to the resistance of a fluid to flow or deformation caused by 

internal friction between its molecules or particles. It is a measure of the fluid's 

thickness or resistance to motion and is typically described as the ratio of the applied 

shear stress to the resulting shear rate. The higher the viscosity of a fluid, the more 

resistant it is to flow, while the lower the viscosity, the more easily it can flow. The 

viscosities of both RTILs and DESs are very high from conventional solvents.86 Even 

though for most of the RTILs and DESs, the viscosity is comparable, their viscosity is 

controlled by respective constituents and the relative interaction between them.87, 88 

Experimental observations indicate that as the chain length of the cation in ILs 

increases, the viscosity also increases due to strong van der Waals interactions between 

the cations.89, 90 Additionally, the ability of the anion to participate in hydrogen bonding 

is also known to affect the viscosity of the ILs. For instance, ILs with anions such as 

PF6¯ and BF4¯ are typically more viscous compared to those with Tf2N¯ ions due to 

the electronic effect resulting from the presence of a fluoride atom, as well as the 
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dispersion of the negative charge on the two sulfoxide groups of the Tf2N anion.87-90 

Similarly, for most DESs, the viscosity is usually greater than 100 cP (except ethylene 

glycol-based DESs and some non-ionic DESs).19-20 The high viscosity of DESs is 

generally attributed to the extensive hydrogen bond network between each component, 

which restricts the mobility of free species within the DES. The high viscosity may also 

be due to other factors, such as the large size of the ions and the small void volume of 

most DESs, as well as other forces, such as electrostatic or van der Waals interactions.85, 

91, 92 

1.4.5. Conductivity: Conductivity refers to the ability of a material or substance to conduct 

electricity. The conductivity of both RTILs and DESs is influenced by several factors, 

including the nature and concentration of the ions present in the solvent, the 

temperature, and the viscosity of the solvent. Since ILs are entirely composed of ions, 

their conductivity is found to be relatively higher as compared to DESs.93, 94 For 

example, the ionic conductivity of some ILs can be reached up to ~ 10 mS 𝑐𝑚−1.94, 95 

However, for DESs, the ionic conductivity is close to 2 mS 𝑐𝑚−1.96, 97 Since the HBDs 

and the anion of the HBAs of a DES are involved in strong hydrogen bonding 

interactions, it limits the conduction of the ionic species in the DESs. Nevertheless, the 

conductivity of DESs is still higher as compared to the common volatile solvents and 

can still be considered as a potential candidate for electrolytic applications.19-20 

1.4.6. Electrochemical Potential Window (EPW): The EPW refers to the voltage difference 

between the cathodic and anodic limits of an IL, where the cathodic limit represents the 

reduction potential and the anodic limit represents the oxidation potential. This voltage 

range indicates the zone within which the tested substance remains inert, i.e., it does 

not undergo oxidation or reduction. In certain applications, such as supercapacitors, the 

EPWs are of primary importance, while in others, such as in lithium-ion batteries, the 
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cathodic and anodic limits are more critical. ILs generally possess wide electrochemical 

windows, and their EPWs can exceed 6 V.98 This feature provides an added advantage 

when the same is compared with traditional organic solvents containing supporting 

electrolytes, such as acetonitrile (5.0 V), dichloromethane (3.5 V), and 

dimethylsulfoxide (4.4 V).99 Even though the EPWs of DESs are notably narrower than 

those of ILs, they are still broad enough to cater to various potential applications such 

as metal processing (for instance, metal deposition and oxidation) and synthetic 

applications. The EPWs of DESs fall in the range of 1.2 to 4.72. DESs, which are 

formed by combining choline chloride with urea, methyl urea, and malonic acids, are 

known to exhibit EPWs that range from 4.3 to 4.72.99 

1.4.7. Polarity: Polarity usually refers to the distribution of electrical charge within the 

molecule, and it is a very important parameter for predicting the physical and chemical 

behaviour of a substance in various contexts. The polarity of a solvent can be assessed 

using the micro-polarity parameter, ET(30), which is determined by measuring the 

electronic transition energy (ET) of a probe dye, such as Reichardt's Dye 30, in the 

solvent using absorption spectroscopy techniques like UV-Vis spectroscopy.100, 101 

Although this is a commonly used method, there are several other methods available 

for determining solvent polarity, including EPR spectroscopy, microwave 

spectroscopy, FT-IR spectroscopic probe method, FT-IR combined with density 

functional calculations (DFT), etc.101 The polarities of many ILs are found to lie close 

to the polarity of common solvents like acetonitrile, alcohol, etc.102 However, hydroxyl 

functionalized ILs having NTf2 as anions have shown unusual hyper-polarity with the 

ET(30) value close to water.103 For DESs that contain alcohol groups as the HBDs 

(hydrogen bond donors) generally exhibit higher polarity as compared to those 

containing other HBDs like amide and acid.104, 105  



CHAPTER 1 

 

18 | P a g e  
 

1.5. ILs versus DESs 

Both DESs and RTILs share many similar characteristic features, solvent properties, and 

unique applications, due to which DESs are often regarded as a sub-class of ILs.106 However, 

both ILs and DESs are by far different classes of solvents.65, 107, 108 One of the major differences 

between ILs and DESs is their composition and structure. While ILs are entirely consisting of 

ions, DESs have both ionic as well molecular components. In RTILs, apart from some non-

covalent interactions such as van der Waals forces, hydrogen bonding, and dipole-dipole 

interactions, the Coulombic interaction between the cations and anions is the dominant 

contributor to the structure and properties of the ILs.65 On the other hand, in DESs, it is believed 

that complex hydrogen bonding between the constituent species is the main contributor to the 

macroscopic physicochemical properties of DESs.65 The strength of the hydrogen bonding 

interaction between the hydrogen bond donor and acceptor significantly influences the 

properties of the DESs. Apart from these differences, DESs are generally known to be more 

environmentally friendly as compared to the ILs as the former compensate several drawbacks 

of ILs, including toxicity, biodegradability, biocompatibility, and so on, making them even a 

superior media for enzymatic reactions, storage, and boosting the stability of various 

biomacromolecules.109, 110 As stated before, one of the main drawbacks of RTILs is their 

potential toxicity, which arises due to the fact that many RTILs contain halogens or other 

potentially harmful components. In contrast, DESs are often composed of naturally occurring 

compounds that are less toxic and more biocompatible.21, 64 Moreover, ILs are generally costly, 

require complex synthesis and rigorous purifications which prevents their large-scale uses.106 

However, DESs can be simply prepared by mixing and heating the HBAs and the HBDs at a 

particular composition. Additionally, the starting materials of DESs are readily available and 

relatively cheaper as compared to ILs. Thus, their simple and energy-efficient preparation 

coupled with economic viability while retaining many of the desired characteristics of ILs, such 
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as non-flammability, high thermal stability, high degree of tunability, and good solubilizing 

power, etc., make them a potential alternative to their counterpart.19-20 

Table 1.4.  Some Common differences between ILs and DESs 

Ionic liquids (ILs) DESs 

➢ Contain discrete ions 

➢ Toxic and poor bio-degradability 

➢ Conductivity is high 

➢ Complex synthesis and 

purification 

➢ Expensive and recycling is critical 

➢ Complex hydrogen bonding 

between HBA and HBD 

➢ Relatively Less toxic and 

biodegradable 

➢ Conductivity is moderate to high 

➢ Simple synthesis with no 

subsequent purification 

➢ Cheaper than ILs 

 

1.6. Applications of ILs and DESs 

The unique properties of DESs and RTILs make them attractive for wide range of applications 

in chemistry, materials science, energy storage, and biotechnology.111-115 Both RTILs and 

DESs have found applications in reaction media, extraction media, gas adsorbates, drug 

delivery, organic synthesis, electrochemical applications, lubricants, etc.116-121 Specifically, 

RTILs find extensive applications in electrochemistry and battery-related research, while DESs 

are highly applicable in the fields of extraction and bio-transformations.122-125 Several review 

articles have been published to recognize and discuss the various applications of both RTILs 

and DESs.19-20,126 This section aims to highlight and appreciate the importance of these solvents 

by discussing some of their selected applications.  
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Organic Synthesis: One of the most significant advantages of both RTILs and DESs is their 

ability to dissolve a wide range of organic and inorganic compounds, including polar and non-

polar compounds, as well as biomolecules. This makes them highly versatile and suitable for a 

variety of chemical reactions, such as acid-catalysed reactions, metal-catalysed reactions, and 

enzyme-catalysed reactions.17, 126 ILs have been employed in several organic reactions, 

including Diels-Alder, Friedel-Craft, esterification, and Fisher-Indole synthesis.127 

Furthermore, ILs have also been utilized in transition metal catalysed reactions such as the 

Heck reaction, Suzuki-cross coupling reaction, and ring-closing metathesis reaction, 

demonstrating excellent stereoselectivity and regioselectivity.127 Similarly, DESs have been 

employed in various organic reactions, such as electrophilic substitution, Knoevenagel, and 

mono-N-alkylation of aromatic amine, along with metal-catalysed reactions like palladium-

catalysed coupling reactions (Suzuki, Heck, Sonogashira, and stile coupling reactions).20 The 

use of both RTILs and DESs in organic synthesis is rapidly increasing, and more reactions are 

expected to be conducted in these solvents in the future. 

Nano particle and material synthesis:  DESs and RTILs are promising solvents for the 

synthesis of metal nanoparticles due to their ability to dissolve a variety of inorganic salts. Lee 

et al.128 reported a size-selective synthesis of gold and platinum nanoparticles in thiol-

functionalized ILs. Other types of ILs, such as imidazolium and ammonium-based RTILs, have 

also been used for synthesizing various types of nanoparticles.129 On the other hand, Sun et 

al.130 reported the synthesis of star-shaped gold nanoparticles in reline DESs, and Chirea et 

al.131 synthesized gold nanowires through the direct reduction of HAuCl4 by NaBH4 in DESs. 

Wong et al. recently developed a method for synthesizing various ZnO nanostructures, 

including twin cones and nanorods with controllable dimensions, in DESs.132 DESs and RTILs 

have also been used to synthesize a variety of zeotypes based on aluminophosphate, 

borophosphate, zinc phosphates, zirconium phosphates, iron oxalatophosphates, and more.20 
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Additionally, these solvents have been found to have applications in the synthesis of metal-

organic frameworks.20 

Extraction media: DESs and RTILs are non-volatile solvents that can dissolve metal ions and 

form stable complexes with them. This makes them highly effective in metal extraction 

processes, such as mining and recycling of metals from electronic waste.19-20 DESs have been 

shown to be effective in the extraction of metals such as copper, nickel, and zinc from various 

sources, including ores, tailings, and industrial waste.19-20 A choline chloride-ethylene glycol-

urea hybrid DES was found to be excellent for extracting lead and zinc from electric arc furnace 

(EAF) dust with selectivity towards only zinc and lead oxides, leaving iron and aluminium 

oxides insoluble.133 Similarly, RTILs have been found to be effective in the extraction of 

various metals, including gold, platinum, and palladium.134 Rogers et al.135 demonstrated that 

the extraction efficiency of Hg2+ and Cd2+ was significantly enhanced by utilizing dithizone 

solubilized in 1-butyl-3-methylimidazolium hexafluorophosphate [C4Mim][PF6]. 

Gas Adsorption: Both DESs and RTILs are found to be very excellent to act as a gas adsorbate 

for different gases like CO2, SO2, etc. Davis et al.136 synthesized a room temperature ionic 

liquid by reacting 1-butyl imidazole with 3-bromopropylamine hydrobromide and anion 

exchange. The resulting ionic liquid contains an amine group and can reversibly capture CO2 

as a carbamate salt, exhibiting high recyclability. Similarly, Han et al.137 discovered that a 

ChCl:urea DES supported on molecular sieves is highly efficient as a catalyst for the chemical 

fixation of CO2 to cyclic carbonates. Moreover, it has also been observed that ChCl:glycerol 

readily adsorbs and releases SO2.
138 

Electrochemical applications: Both DESs and RTILs have sufficiently large electrochemical 

windows, making them suitable for use in various electrochemical applications, including 

batteries, supercapacitors, fuel cells, and more.99 In particular, RTILs have been extensively 

studied for their use in solid-state batteries due to their high ionic conductivity, low volatility, 
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and ability to operate at room temperature. They have been shown to have great potential in 

improving the performance and safety of various types of batteries, including lithium-ion 

batteries applications. A solid PEO-LiTf2N-[MPPYRRO][Tf2N] polymer electrolyte is 

observed to deliver almost 90% of the theoretical capacity of a Li/electrolyte/LiFePO4 battery 

at 40°C.139 The battery has a charge efficiency of about 99% and capacity retention of 97.6% 

after 50 cycles. Similarly, Wang et al.140 combined 1-methyl-3-propylimidazolium iodide and 

PVDF-HFP to create a polymer gel electrolyte for use in dye-sensitized solar cells (DSSCs) 

with hydrophobic dye-coated nanocrystalline TiO2 electrodes sandwiched with counter-

electrodes and filled with the ionic liquid-based electrolyte. Moreover, Wanatabe et al.141 found 

that certain ILs can serve as the electrolyte for fuel cell reactions, exhibiting electroactivity for 

H2 oxidation and O2 reduction in non-humidifying conditions. On the other hand, a recent study 

has shown that ChCl/glycerol-based DES can be used as an effective electrolyte in dye-

sensitized solar cells.142 In fact, it was found that 3.88% of sunlight was converted, which is 

comparable to most IL-based electrolytes. Moreover, DESs are also used to obtain highly 

conductive natural polymer-based electrolytes, including cellulose acetate, corn starch-based 

polymers, and p-doped polypyrrole.20 

Biological applications:  Both RTILs and DESs have gained significant attention in recent 

years due to their suitability for a wide range of bio-related applications such as stabilization 

of protein, inhibition of fibrillation formation, drug delivery, enhancement of enzyme activity, 

etc.20, 126 Wu et al.143 evaluated choline-based ILs for their ability to enhance skin penetration 

and toxicity via in vitro and in vivo experiments. The results indicated that all ILs improved 

hyaluronic acid permeability. Banerjee et al.144 developed an effective oral insulin preparation 

using CAGE (choline and leucovorin) IL, which interacts with the protein's amino acid residues 

via hydrophobic and hydrophilic bonds, forming micelles or microemulsions in intestinal fluid. 

Kim and Lee145 proposed a simple method to improve enantioselectivity by mixing 
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Pseudomonas cepacia lipase with 1-(3′-phenylpropyl)-3-methylimidazolium 

hexafluorophosphate ionic liquid. This resulted in higher enantioselectivity compared to 

commercial lipase of PS-C in toluene, with no significant effect on the reaction rate. Similarly, 

in 2008, Gorke et al. demonstrated the transesterification of ethyl valerate to butyl valerate, 

catalysed by hydrolase, in choline chloride/glycerol DESs.146 Apart from this, many other bio-

related applications of DESs have also been reported in the literature.19-20 

1.7. Structure and Dynamics of RTILs and DESs 

The study of the organization of molecules in the bulk solvents, specifically in ILs and DESs, 

is an important area of solvent research, as it has a significant influence on their properties and 

performance. Specifically, the structure and dynamics of ILs, and supercooled liquids have 

been extensively investigated previously.29 Many state-of-the-art experimental techniques such 

as spectroscopy (2D IR, dielectric relaxation, FT-IR, NMR, OHD-OKE, ultrafast fluorescence, 

SFG vibrational, neutron diffraction, XPS, XRD, AFM, and theoretical studies based on 

computer simulations (DFT calculations, ab initio, MD simulations) have been employed to 

gain insights into the microstructures and dynamics of ILs (a) in bulk liquids, (b) in mixtures 

of ILs with cosolvents, (c) interfacial regions of ILs and cosolvent mixture, etc.29, 31 It is to be 

noted here, as compared to ILs and other common organic solvents, investigation on DESs are 

rather limited. In recent times, some studies have been conducted on DESs primarily toward 

understanding the length and time scales of structural organization, interspecies interactions, 

and structure-properties relationships.  

 ILs are subjected to intense research, and their structure and dynamics have been 

investigated by almost all known physical chemistry techniques 29. The studies conducted so 

far have indicated that ILs are solvents that can exhibit a range of structural organizations 

spanning from supramolecular (ion pairs, ion clusters) to mesoscopic (H-bond networks, 

micelle-like, and bi-continuous morphologies) length scales.26, 29-31 Ethyl ammonium nitrate 
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(EAN) is considered as one of the most widely studied IL. The crystal structure EAN is made 

up of two layers of EA cations in a vertical configuration with [NO3
-] anions interspersed 

between the ethyl chains.147 It has also been observed that the lengths of the alkyl side chains 

of alkylammonium cations have a profound influence on the structural organization of these 

types of ILs. For example, different structural organizations have been observed in 

propylammonium nitrate (PAN) and butylammonium nitrate (BAN) ILs148. Unlike 

alkylammonium-based ILs, imidazolium-based ILs exhibit different crystal structures based on 

the length of the alkyl side chain that is attached to the imidazolium cation. For example, 

structural studies on ILs through XRD have revealed that ILs that are composed of [C4Mim] 

cations and Cl−, Br−, I−, [BF4]
 −, [PF6]

 − anions exhibit multiple polymorphs with rotational 

cation isomers in both crystalline and liquid states.149 Moreover, it has also been established 

that imidazolium cations, with longer than C14 alkyl chains, can form a smectic liquid crystal 

phase similar to some other protic ILs.150, 151 Structural studies have also shown that ILs 

containing halide anions and 1-alkyl-3-methylimidazolium ([CnMim]) cations (where n =12-

18) exhibit bilayer crystal lattices, with polar sheets formed by anion species and imidazolium 

rings, and apolar domains of interdigitated cation alkyl chains.152  

Apart from this, Multinuclear NMR studies on [C2Mim][X] ILs (where X = Cl−, Br−, 

and I−) have indicated contact ion pair formation in pure ILs, and research works on transport 

properties of dialkylimidazolium ILs have provided indirect evidence in favour of the ion pair 

formation.153 Furthermore, Gebbie et al.154 have found evidence for a coordinated (cation + 

anion) network in [C4Mim][Tf2N]. Later on, the ion cluster model of ILs is also supported by 

Electrospray ionization mass spectrometry (EI-MS) technique, and describes the bulk structure 

of ILs in terms of a sea of polydisperse aggregates.155 Additionally, Wakeham et al., based on 

X-ray reflectivity (XRR), sum frequency generation spectroscopy (SFG), and neutral impact 

collision ion scattering spectroscopy (NICISS) data, have suggested the presence of ion clusters 
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at PIL-air interfaces.156, 157 The fact that ILs can also exhibit the micellar and reverse micellar 

structure is supported by XRD as well as small- and wide-angle X-ray scattering studies.158 In 

addition to this, Margulis and co-workers159, while working on [Cnmim]PF6 (where n is 6, 8, 

10, or 12) based ILs through MD simulation studies, have also reported the micellar-like 

structure for these ILs. They had shown that in the micellar solution of [Cnmim]PF6, the 

spherical anions attracted approximately five cations, causing the imidazolium heads to solvate 

the negative charge and expel the alkyl chains outward and thereby facilitating the formation 

of dynamic, near-spherical aggregates with a polar interior and apolar exterior.159 In another 

independent study, Schröder et al.160 proposed the mesoscopic structural features of ILs based 

on diffusion coefficient measurements of electro-active solutes in aprotic ILs with varying 

water content (ref). 

Similar to ILs, previous reports on the structure and properties of DESs have suggested 

that the formation of DESs is largely driven by the delocalization of charge between the anion 

and HBD during the time when they are mixed, as a result of the formation of hydrogen bonds 

between them. For example, Abbott et al.63 used HOESY NMR spectroscopy to observe the 

signals of urea and choline fluoride in a DES mixture and found significant cross-peaks 

between the two, indicating a correlation between the two components. Additionally, Dai et 

al.161, 162, with the help of NOESY NMR and FT-IR spectroscopy techniques, observed the 

presence of hydrogen bonds between the components of NADESs. Later, Abbott et al.21 

demonstrated that the conductivity and viscosity trends in choline chloride-glycerol DES can 

indicate the existence of a 3D intermolecular hydrogen bonding network. D'Agostino et al.163, 

164 used PFG-NMR spectroscopy experiments to suggest the existence of extensive hydrogen-

bonded chains of malonic acid molecules in malonic acid-choline chloride DES and inferred 

that there are complex interactions between different species within DESs. Subsequently, 

Pandey et al.105, 165 studied the solvatochromic probe behaviour in various DESs 
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spectroscopically and estimated their polarity. They also pointed out that the presence of 

solvent-solvent interactions can be attributed to interspecies hydrogen bonding. Wagle et al.166 

applied quasi-elastic neutron scattering (QENS) to choline chloride-glycerol-based DES to 

demonstrate that the DES components can have varying localized mobilities due to their 

different interaction strengths. In a separate work, Edler167 and his team used wide Q-range 

neutron diffraction measurements to study ChCl:Urea based DES and through their study, they 

pointed out that a radially layered sandwich structure could be formed as a result of the 

interaction between the constituents of reline DES, consisting of strong and weak hydrogen 

bonding moieties.167 This sandwich structure could also be seen as a locally stoichiometric cage 

centered on chloride ions.167  

Apart from the structural diversity in ILs and DESs, both solvent systems are also found 

to be dynamically heterogeneous. Samanta and co-workers168 have observed the heterogeneous 

nature of ILs through excitation wavelength-dependent fluorescence measurement. Later on, 

Margulis and co-workers169, through MD simulation, have demonstrated that ILs are not only 

structurally heterogeneous but also, they are dynamically heterogeneous. They have found 

variations in ion pairing, solvent structure, and dynamics of these ILs. Moreover, time-resolved 

fluorescence studies by Maroncelli170 and Bhattacharyya171 independently have also revealed 

the dynamic heterogeneity of the ILs. In the same context, very recently, Hunger and co-

workers172, while working on protic alkylammonium-based ILs through femtosecond IR 

spectroscopy, have also demonstrated the dynamic heterogeneity of ILs. Their results showed 

that the ILs could exhibit different relaxation dynamics in different regions of the solvent, 

indicating the dynamic heterogeneity of the medium. Biswas and colleagues173-179 have 

extensively studied the dynamic heterogeneity of both ionic and non-ionic DESs through time-

resolved fluorescence experiments and MD simulations. Their investigations have revealed 

that the solvation and probe rotation times in DESs have a fractional power dependence on the 
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bulk viscosity of the medium, and they have attributed this behaviour to the presence of 

dynamic heterogeneity in DESs. Similarly, Sen and co-workers180-184 have also observed 

significant decoupling of solvation and translational diffusion time from the medium viscosity 

in various ionic and non-ionic DESs, suggesting the presence of dynamic heterogeneity in 

DESs. Saddam et al.185-187 have also investigated the structural and dynamical behaviour of 

ChCl and tetraalkylammonium chloride-based DESs and observed the presence of dynamic 

heterogeneity in the DESs. Recently, Cui et al.188, while working on a non-ionic N-methyl 

acetamide/lauric acid deep eutectic solvent (DES), showed the presence of nano-segregation 

of polar and nonpolar domains, similar to that of micelles in the concerned medium. 

Additionally, Kashyap and colleagues189 used MD simulations to investigate the structures of 

DESs that are composed of amides and lithium perchlorate. They observed nanoscale spatial 

heterogeneity caused by the segregated domains of lithium and perchlorate ions. Moreover, 

Percevault et al.190 conducted small-angle neutron scattering (SANS) studies on various types 

of pure and hydrated DESs and confirmed the formation of segregated domains in different 

DESs and their mixtures with water. 

1.8. Photophysical Process in RTILs and DESs 

Molecular-level understanding of the intermolecular interaction, structure, and dynamics of 

new molecular solvents such as RTILs and DESs is essential for their practical applications in 

various fields. Such knowledge can provide valuable insights into the fundamental mechanisms 

that govern the behaviour of the concerned solvents, as well as their interactions with other 

molecules, and thereby, can pave the way for the development of new and improved solvent 

systems. Various studies based on advanced experimental and computational techniques have 

been carried out to probe the interactions, structure, and dynamics of the solvents at the 

molecular level.150-190 However, probing the microstructural organization and dynamics of 

these solvent systems through photophysical studies of appropriately chosen fluorescent probe 
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molecules dissolved in these media are arguably the most suitable methods due to their 

exceptionally great sensitivity, high selectivity, and simplicity as compared to other available 

analytical techniques.180-190 The following sections highlight some of the important 

photophysical studies in RTILs and DESs that are pertinent to the current thesis work. 

Excitation Wavelength dependence fluorescence study: Kasha's rule states that regardless of 

the excitation wavelength, the fluorescence of a molecule will originate from the lowest 

vibrational energy level of the lowest electronically excited state of the same spin 

multiplicity.191 This means that the emission spectrum of a fluorescent molecule should be 

independent of the excitation wavelength.192, 193 However, under some circumstances, it has 

been observed that the fluorescence spectrum of some organic fluorophores dissolved in 

confined media shifts towards longer wavelength regions as the excitation wavelengths are 

increased.194, 195 This effect is more pronounced when the sample is excited at the red end of 

the absorption spectrum. Due to this reason, this phenomenon is usually termed as “red edge 

excitation shift (REES)” or red edge effect (REE).194-195 REES is generally observed for 

viscous solvents or glass-forming liquids such as DESs and RTILs, usually at very low 

temperatures.168, 196 In viscous media, where the solvation of a solute fluorophore is relatively 

slow as compared to common solvents such as water, DMSO, ethanol, etc., fluorescence can 

be observed from different unrelaxed states of the solvent molecules around the fluorophore in 

these media. Especially, when the fluorescence lifetime (𝜏𝑓) of the fluorophore is much shorter 

than the average solvation time (𝜏𝑠𝑜𝑙𝑣) in a particular solvent, fluorophores may exist in a state 

where it is not fully solvent-equilibrated.168, 196 Under this condition, the micro-environments 

around the fluorophores are different, and hence excitation at the red edge of the absorption 

band excites only those fluorophores with lower transition energy, and since the solvent 

relaxation is slower than the fluorescence lifetime, the configuration of the solvent molecules 

remains unchanged within the excited state lifetime, and hence the emission gets red-shifted. 
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Overall, to see excitation wavelength-dependent emission behaviour, two necessary criteria 

must be satisfied. Firstly, the ground state must have a distribution of energetically different 

species, causing an inhomogeneous broadening of the absorption band. Secondly, excited state 

relaxation rates of these energetically different species should be slower than their fluorescence 

lifetimes168. The first criterion ensures that it is feasible to selectively excite species with 

varying energies, while the second one makes it possible to monitor emission from each species 

that has been excited. REES was originally noticed in ILs by Samanta and colleagues168, 196, 

who ascribed it to the spatial heterogeneity in ILs. Later on, Margulis and Co-workers have 

demonstrated through MD simulation that the origin of REES is due to the dynamic 

heterogeneity of the medium.169 They have suggested that while the ground state heterogeneity, 

which permits photo-selection of the molecules, is present even in ordinary fluid media, the 

excitation wavelength dependency is only detectable in ILs due to the slow rate of solvation 

and inefficiency energy transfer among the different energetically excited species in the ILs.169, 

195 Despite the fact that this (REES) study cannot predict the exact length scale of micro-

heterogeneity of the medium but this is a quite useful method for qualitative determination of 

the micro-heterogeneous behaviour of solvent systems such as DESs and RTILs. This 

phenomenon is pictorially represented in Scheme 1.3. 

 

Scheme 1.3.  Pictorial Representation of Red-Edge-Excitation Phenomena. 
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Solvation Dynamics: The study of time-dependent solvent response towards a perturbation in 

the molecular level of a solute dissolved in that solvent is usually termed as solvation 

dynamics.197 The dynamics of solvation have a significant impact on a variety of chemical 

reactions, particularly on charge transfer and photochemical reactions. Studies on solvent 

relaxation processes are, therefore, crucial because they can fully characterize both the static 

and dynamic aspects of solute-solvent interactions.197 Many advanced techniques such as time-

dependent fluorescence Stokes shift measurement (TDFSS), dielectric relaxation 

measurements, FTIR/2DIR, optical Kerr effect (OKE) spectroscopy, transient absorption 

spectroscopy techniques, molecular dynamics simulation, ab initio calculation, etc., have been 

exploited to understand the process of solvent dynamics in DESs and RTILs independently.170, 

173-179, 181-184, 198-219 Out of these techniques, TDFSS measurement is the benchmark technique 

that has been used extensively to investigate the solvation dynamics in RTILs. Scheme 1.4 

provides a pictorial representation of the process of solvation.197-210 Briefly speaking, in this 

technique, a short laser pulse is used to electronically excite the probe solute, due to which the 

charge distribution of the solute is altered without changing the molecular geometry of the 

solute. Immediately after excitation, the solvent molecules reorganized themselves around the 

solute to stabilize the newly created charge distribution of the solute. This stabilization of the 

excited state of the solute with time due to solvent reorganization is subsequently reflected in 

the red shift of the emission spectra, and by estimating the shift in the emission maxima with 

time, the process of solvent relaxation is monitored.197-215 During the investigation of solvation 

dynamics via TDDSS methods, a dye molecule is utilized as a solute probe in a dilute solution. 

Choosing an appropriate solute is crucial while studying the process of solvation dynamics. If 

the probe molecule has a shorter lifetime than the solvation time, it would be impossible to 

observe the entire solvation response. Therefore, the probe molecule used for TDDSS 

measurements must meet some specific requirements.197-219 Firstly, the probe molecule should 



CHAPTER 1 

 

31 | P a g e  
 

undergo a significant change in dipole moment or even photoionized upon photoexcitation, 

leading to a substantial polar stabilization energy in the excited state. Secondly, the excited 

state lifetime of the probe molecule should be long enough (in the order of nanoseconds) and 

preferably longer than the solvent reorganization time scale of that particular solvent. Lastly, 

the probe molecules should not exhibit any other excited state phenomena except for the 

solvation process.197-219Molecular structures of some well-known fluorescent probes are shown 

in Chart 1.4. Out of all the probes molecules, C153 has been widely used to study the solvation 

dynamics process. This is because of its rigid structure and appreciable difference in the dipole 

moment between the ground state (µ= 6D) and excited state (µ= 10D).213 Moreover, its 

fluorescence is sensitive to the polarity and viscosity of its surroundings, so it can be used to 

probe changes in the solvation environment around it. Additionally, C153 has a relatively long 

excited-state lifetime and large Stoke shift (that the emission and absorption maxima are well 

separated), which allows one to probe solvation dynamics at relatively longer time scales as 

well as in complex environments. 

 

Scheme 1.4.  Pictorial representation of the process of dynamics of solvation through time-

dependent dynamic Stokes shift measurement. 
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Chart 1.4.  Representative probes molecules used for the study of solvation dynamics in 

DESs and RTILs. 

 

Solvation dynamics in conventional dipolar solvents, including water, have been 

extensively studied starting from the 1980s.198, 200, 202, 220 The results of such studies provided 

us with a good understanding of the temporal aspects of solvation in conventional solvents. 

With the emergence of ILs and their aforementioned potential applications, researchers were 

curious to understand the dynamics of solvation for this special class of solvent systems. 

Karmakar and Samanta206 are the first to examine the solvation dynamics in imidazolium-based 

ILs through TDDSS measurement. Later on, various groups, including Maroncelli, Petrich, 

Castner, Bhattacharyya, Biswas, and others, have contributed significantly to understand the 

solvation dynamics in RTILs through both experimental and theoretical investigations.197-220 

All the studies have demonstrated that solvent relaxations for RTILs take place through 

multiple time scales, and the slowest component solvation dynamics is directly linked to the 

bulk viscosity of the medium.197-220 Interestingly, it is to be noted that Biswas and co-

workers173, 176, 178 have extensively studied the solvation dynamics of acetamide-urea/ 
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acetamide-electrolytes-based DESs through both experimental and theoretical investigations. 

They have pointed out the decoupling of the average solvation time from the medium viscosity. 

Later on, Hossain et al.187 have also studied the solvation dynamics in some alkyl ammonium-

based DESs to understand the effect of alkyl chain length on both the ultrafast and slower 

relaxation time components. Moreover, while some ultrafast solvation dynamics studies on ILs 

are done by exploiting the broadband fluorescence up-conversion (100 fs resolution) technique, 

the majority of the studies on solvation dynamics in RTILs are done by using the TCSPC 

technique.205-215 While the TCSPC technique is quite effective in understanding the solvent 

relaxation at the slower time scale, it cannot provide information on the early part (at the faster 

time scale) of the dynamics due to the limited time resolution of the instrument.175-179 

Moreover, it is to be noted here that while calculating the amplitude of missing solvation 

components in DESs and RTILs, the estimation of time zero frequency through Fee and 

Maroncelli221 method may lead to erroneous outcomes because of the difference in the density 

that may exist between the reference solvent and the solvent of interest.182 Thus, to avoid this, 

it is always better to capture the complete Stokes shift dynamics of the solvent by employing 

the sub-picosecond time resolution fluorescence up-conversion technique along with pico-

second time-resolved fluorescence techniques like the TCSPC technique. 

The process of solvation in ILs differs significantly from that in conventional polar 

solvents.200-215 While dipolar reorientation of solvent molecules is the primary contributor 

towards solvent stabilization in dipolar solvents, translational motion of the ionic constituents 

plays a more significant role in ILs.198-210 This is due to the change in the dipole moment of the 

photoexcited probe molecule, which causes the ionic species in ILs to experience a net force 

and move from their original position, followed by attempts to reorganize themselves around 

the excited probe molecule. Attempts to understand solvation dynamics in ILs through 

computer simulation studies have yielded conflicting results. Shim et al.222 have suggested that 
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the anions' translational motion is responsible for the fast component of solvation, while 

Kobrak and Znamenskiy212 have suggested that collective cation-anion motion is responsible 

for the fast component. Another study by Shim et al.223 attributes the ultrafast dynamics to 

fluctuations in the local ion density around the probe molecule. In this context, Biswas and 

colleagues209 have recently shown that the imidazolium cations are polarisable and dipolar 

rotation of the IL cation is responsible for up to 40% of the ultrafast solvation component. The 

biphasic nature of solvent relaxation observed in ILs has also provided the clue for 

understanding solvent dynamics in DESs. Biswas and colleagues183 studied acetamide-based 

DESs and found that the initial fast solvent response was due to collective low-frequency 

modes involving intermolecular vibration and liberation motions of the hydrogen bonding 

network, while orientational solvent density fluctuation was responsible for the slow 

components. In a separate study, Sen and colleagues182, 184 also studied the ultrafast solvation 

response of ionic and non-ionic DESs and observed that solvation time was significantly 

decoupled from medium viscosity, indicating the presence of dynamic heterogeneity in these 

media. Moreover, Kim and Turner224 investigated the solvent response of choline chloride-

based DESs and reported that the local motion of the DES constituents contributed to the faster 

time scale, while the translational motion of the complex hydrogen bonding network 

contributed to the slower time scale. In another interesting work, Saddam et al.187 studied 

ultrafast solvation dynamics in tetraalkylammonium-based DESs and observed that the cationic 

size influenced the contribution of the ultrafast solvation time components. 

Rotational Dynamics: The study of rotational dynamics of fluorescent probes in a given 

medium has numerous applications in biophysics, biochemistry, and materials science.193 It 

can be used to investigate protein conformational changes, molecular interactions, and the 

properties of complex fluids. Fluorescence anisotropy technique is usually used to study the 

rotational dynamics of molecules in solution. Both steady-state and time-resolved techniques 
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can be used to study the fluorescence anisotropy process.193 However, time-resolved techniques 

can be more proficient than steady-state measurements for studying complex micro-

heterogeneous systems, as the former provides information about the dynamic behaviour of 

molecules and their interactions within the system. In contrast, steady-state measurements 

provide information only about the equilibrium state of the system and do not capture the 

transient behaviour that may be critical in understanding the system's properties and 

behaviour.193, 225 

The time-resolved fluorescence anisotropy usually involves the measurements of the 

dynamics of angular displacement between absorption and subsequent emission of a 

fluorophore.193, 225 The basis of time-resolved fluorescence anisotropy is the photo selection of 

the fluorophore. When a set of fluorophores are illuminated with linearly polarized light, only 

those fluorophores having their absorption transition moment oriented along the electric field 

vector of the incident light are preferably excited. This creates an anisotropic polarization in 

the excited state. However, this polarization is not permanent, and as the excited molecules 

undergo rotational diffusion in the solution, the orientation of their dipole moment vectors will 

change over time. This leads to a time-dependent change in the degree of anisotropy of the 

emitted fluorescence. Hence, by measuring the fluorescence anisotropy, information about the 

rotational dynamics of the molecules in the given solution can be obtained. This information 

can be further used to gather information on the size, shape, and mobility of the solute, solute-

solvent interactions (hydrogen bonding, electrostatic interactions, etc.) micro-viscosity of the 

medium.226-231 

Subsequently, the data obtained from the time-resolved fluorescence measurement can 

be subjected to further analysis via different existing hydrodynamic models. The Stokes-

Einstein-Debye (SED) hydrodynamic model is an example of one such model, which is often 

used to study the rotational diffusion of solute probes dissolved in a solvent.232 According to 
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this theory, the solvent is considered as a structureless continuum, where the rotational 

relaxation time constant (𝜏𝑟)  of a medium size solute is related to the bulk of viscosity (η) of 

the medium by the following equation232 

 τr =
𝜂𝑣𝑓𝑐

𝑘𝐵𝑇
       (1.1) 

where, 𝑘𝐵 is the Boltzmann constant, T is the absolute temperature, V is the molecular volume 

of the solute molecule calculated from van der Waals radii, and f is the shape factor of the 

solute probe. The shape factor f indicates how much a molecule deviates from a spherical shape. 

A perfectly spherical solute has an f value of one, while an asymmetrical ellipsoid has a higher 

f value. The stick and slip limits are the two extreme boundary conditions in SED models. C is 

the boundary condition parameter having two limiting values, stick (C=1) and slip (0< C < 1). 

The value of C usually signifies the extent of solute-solvent coupling for a given solute and 

solvent. When solute molecules are larger than solvent molecules, C is one, indicating a stick 

boundary condition. When the solute molecule is smaller or comparable in size to the solvent 

molecule, C is less than one, indicating a slip boundary condition. The SED theory assumes 

solute molecules are either symmetric or asymmetric ellipsoids. It is useful for calculating the 

rotational coupling constants (𝐶𝑜𝑏𝑠), which measure the deviation from normal hydrodynamic 

behaviour. The Solute dimensions, Molecular volumes calculated from the van der Waals radii 

of the molecule, shape factors, and boundary condition parameters (𝐶𝑠𝑙𝑖𝑝) for different solutes 

that have been employed in the present thesis work are listed in Table 1.5. 

Table 1.5. Molecular volumes (V), shape factor (f) and slip boundary  (𝐶𝑠𝑙𝑖𝑝)  condition 

parameters for some selected probes used in this thesis work185, 233 

Solute Van der Waal’s volume (V) (Å𝟑) Shape factor (f) 𝑪𝒔𝒍𝒊𝒑 

C153 246 1.71 0.24 

Perylene 225 1.76 0.085 

MPTS 343 1.33 0.11 
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The SED theory assumes that the hydrodynamic volume of a solute is independent of 

the solvent continuum, but this assumption is only valid when the solute is much larger than 

the solvent. In some specific cases where SED theory fails, quasi-hydrodynamic theories, 

which consider the sizes of both solvent and solute molecules, are used. The Gierer-Wirtz 

(GW)234 and Dote-Kivelson-Schwartz (DKS)235 theories are two such theories that explain the 

solvent size-dependent rotational behaviour of solute molecules. According to the GW 

theory234, the solvent molecule consists of concentric shells of spherical particles that surround 

the spherical solute molecules, and the boundary parameter (CGW) is estimated by the angular 

viscosity, which decreases as the number of concentric shells around the solute molecule 

increases. On the other hand, the DKS theory235 considers the free space between the solute 

and the solvent molecule, as well as the size of both molecules. According to this theory, when 

the size of the solute is compared to the free space of the solvent, a weak coupling between the 

solute and solvent is observed. In such cases, the solute experiences less friction, leading to a 

faster rotation in the solvent continuum. 

 Apart from this, other hydrodynamic models, such as the “Solvent-berg”236 “Nee 

Zwanzig”237, etc., are also sometimes used by researchers to explain the rotational dynamics of 

a solute molecule in a given solvent. Typically, the diffusion dynamics of very small ions in a 

given solvent can satisfactorily be studied through the solvent-berg model. We note here the 

SED theory entirely fails to explain the rotational behaviour of extremely small ions in the 

medium. According to the solvent-berg model, the solvent molecules that are just next to the 

ion are tightly bonded to it.238 This kinetic unit, known as the “solvent-berg”, moves as a result 

of the translational movement of the ions. The effective size of the “solvent-berg” is greater 

than that of the ion; hence its mobility becomes significantly less than that of the naked ion. It 

has been observed that the relative size of the “solvent-berg” becomes larger with the decrease 

in the size of the solute ions. However, it is very challenging to quantify this concept due to the 
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fact that the molecules of the solvent are not always tightly bound to the solvent molecules.238 

On the other hand, the Nee-Zwanzig model237 considers the rotational diffusion of a solute 

molecule in a solvent to be a stochastic process based on the assumption that the rotational 

motion of the solute molecule is coupled to the motion of the surrounding solvent molecules. 

The rotational motion of the solute is influenced by random thermal fluctuations in the solvent, 

assuming that the rotational relaxation time of the solute molecule is much shorter than the 

time scale of solvent fluctuations. The Nee-Zwanzig model is often used in the context of NMR 

spectroscopy, where it is used to describe the line broadening that occurs due to the rotational 

motion of a solute molecule in a solvent. 

Investigation of rotational dynamics is one of the most powerful techniques to reveal 

the microscopic structural organization, inter/intra molecular interactions, and dynamics of 

various complex micro heterogeneous systems such as RTILs and DESs.233 Keeping this 

objective in mind, various groups have carried out the investigation on the rotational dynamics 

of a suitable solute in RTILs through time-resolved fluorescence anisotropy measurements. 

Fayer and co-workers have investigated the rotational dynamics of a neutral and charged probe 

in imidazolium-based ILs.233 Similar to this, Dutt and co-workers have also extensively studied 

the rotational dynamics of various probes in a variety of ILs.227-229 Sarkar and co-workers239-

241 have also investigated the rotational dynamics of different solutes in both monocationic and 

dicationic ILs. All the studies have essentially indicated that the solute rotation not only 

depends on the medium viscosity but also depends on the specific solute-solvent interactions. 

The specific solute-solvent interactions in terms of hydrogen bonding can significantly affect 

the rotational motion of solutes in ILs. Moreover, as ILs are made up of ions, the electrostatic 

interactions among the charged solutes and ionic constituents of ILs can also influence the 

rotational dynamics of charged probe molecules. Even though several studies of rotational 

dynamics on RTILs have been carried out, Similar studies in DESs are very limited. Very 
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recently, Saddam et al.185, 186, 242 have studied the rotational dynamics few selected probes in 

some choline chloride and tetraalkylammonium-based DESs. They have demonstrated that 

even though some DESs are spatially homogeneous, all DESs are observed to be dynamically 

heterogeneous.  

Fluorescence Correlation Spectroscopy: Fluorescence correlation spectroscopy (FCS) is a 

powerful technique that can be used to study the dynamics and interactions of molecules at the 

single-molecule level.193 In FCS, a dilute solution of fluorophores is placed in a small confocal 

volume, and the fluctuations in fluorescence intensity are measured over time. These 

fluctuations are caused by the movement of individual molecules in and out of the confocal 

volume, and can provide information about molecular diffusion, chemical reactions, binding 

studies, and protein dynamics, among other things. By studying the diffusion of organic 

fluorophores in confined media, such as RTILs and DESs, FCS can provide insight into the 

microscopic structural organization of the RTILs.182, 183 For example, if the fluorophores are 

observed to diffuse differently in different regions of the RTILs, it may suggest the presence 

of distinct structural domains within the RTILs. Werner et al.243 were among the first to study 

the diffusion behaviour of rhodamine 6G and Atto 532 in imidazolium-based RTILs. Later on, 

Bhattacharyya and co-workers244 explored the diffusion of two fluorescent probes (rhodamine 

6G and pyrene) in three different RTILs with varying anions. They observed that the diffusion 

coefficients of the probes were not the same in all regions of the RTILs, indicating the micro 

heterogeneous nature of these RTILs. They also found that the range of the diffusion 

coefficients was wider than anticipated, and they concluded that multiple types of 

microheterogeneities exist in the RTILs. Furthermore, Guo et al.245 and Patra et al.246 conducted 

independent studies investigating the diffusion of selected fluorophores in pyrrolidinium and 

imidazolium-based ILs using FCS. Their findings, from the FCS data, revealed a bimodal 

diffusion behaviour of the fluorophore in RTILs, suggesting the existence of two distinct 
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diffusion rates for the fluorophores, and thereby, indicating a heterogeneous environment 

where the fluorophore diffuses at two different rates in different domains of the RTILs. Though 

there are some studies on RTILs involving FCS, the usage of the FCS technique to study the 

structure and dynamics of DESs is rather limited. Hossain et al.185, 186, 242 have studied the 

translational diffusion of some selected probes in two different types of DESs: alcohol-based 

DESs, and tetraalkylammonium bromide-based DESs, and observed anomalous diffusion 

behaviour of the fluorophore. They found that the position of the hydroxyl group (OH) in the 

alcohol-based DESs did not significantly affect the variation of spatial and dynamic 

heterogeneity. However, they observed that the heterogeneity in the tetraalkylammonium 

bromide-based DESs became more prominent as the alkyl chain in the cation of the hydrogen 

bond donor (HBD) increased in length. On the other hand, Sen and co-workers182, 184 observed 

the biphasic diffusion behaviour of rhodamine 6G in some DESs, which they attributed to the 

micro-heterogeneous behaviour of the media. Overall, these findings have highlighted the 

complex nature of both RTILs and DESs and have demonstrated the importance of FCS in 

understanding the dynamics and structural heterogeneity of RTILs and DESs. 

1.9. Nuclear Magnetic Resonance (NMR) Investigations on RTILs and DESs  

 

NMR spectroscopy is a powerful technique that is widely used in chemistry to characterize 

molecules and study their interactions. Simple 1H and 13C-NMR chemical shift measurements 

are often used to characterize RTILs and DESs, as these measurements can provide valuable 

information about the composition and structure of these solvents.163, 164, 247, 248 Multinuclear 

NMR techniques are now widely used to study the structure, dynamics, and interactions in 

DESs and RTILs.247, 248 Specifically, the pulsed field gradient nuclear magnetic resonance 

(PFG-NMR) method is becoming increasingly popular in investigating the translational 

diffusion coefficient, cation-anion interaction, spin-spin relaxation time, and spin-lattice 

relaxation time of RTILs and DESs.249 One of the main advantages of the PFG-NMR technique 
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lies in the fact that it is a non-invasive and non-destructive technique that can provide precise 

and accurate measurements of diffusion coefficients over a wide range of concentrations and 

temperatures.249 

1.10. Objective of the Thesis Work 

Over the past decade and a half, several photophysical studies have been conducted on ILs and 

DESs. However, many important issues associated with these solvents still remain unresolved. 

Some key issues associated with both RTILs and DESs are mentioned below: 

➢ Although DESs can be categorized (in a macroscopic sense) as a subclass of ILs, it is 

still not known whether both classes of solvent systems behave similarly at the 

microscopic level. 

➢ Although hydrogen bonding is believed to be a primary factor contributing to the 

observed microscopic behaviour of DESs and RTILs, it still remains uncertain how the 

structure and dynamics of RTILs would be affected if the number of hydroxyl groups 

on the cationic head is systematically increased. 

➢ DESs are now considered as potential alternatives to both ILs and common volatile 

organic solvents for their electrochemical applications. However, the structural and 

dynamical changes in DESs, in the presence of electrolytes, have not been investigated. 

➢ Additionally, DESs are thought to be a more effective medium than ILs for the storage 

and utilization of biomolecules. However, it's unclear whether all types of DESs or only 

specific types of DESs are suitable for bio-related applications. Again, the mechanism 

of protein-DES interaction at a microscopic level has not been investigated properly. 

1.11.Organization of the thesis 

Chapter 1 provides an introduction to ILs and DESs, presenting their different classes and 

physicochemical properties. The chapter also highlights the applications of ILs and DESs in 

various fields and discusses the structure and dynamics of these solvents. Various phenomena 
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used to study and understand the microscopic behaviour of DESs and ILs (excitation 

wavelength-dependent emission, solute and solvent dynamics, NMR diffusion dynamics, etc.) 

are also discussed in detail in this chapter. Finally, the chapter outlines the objective of the 

present thesis work in the context of current challenges in DESs and ILs research. 

Chapter 2 covers various methods and instrumental techniques such as steady-state absorption 

and fluorescence techniques, time-resolved fluorescence spectroscopy methods such as time-

correlated single photon counting (TCSPC), fluorescence up-conversion techniques, and 

single-molecule fluorescence techniques that are used for experimental investigation. This 

chapter also provides a detailed explanation of the methodologies associated with these 

techniques and also discusses their error limits. 

Chapter 3 is the first working chapter of the current thesis work, which aims to understand the 

differences in the microscopic behaviour in terms of structure, dynamics, intra- and 

intermolecular interactions between DESs and RTILs. This study is important in a sense that 

even though DESs are considered as a subclass of ILs, due to their similar physicochemical 

properties, they may not necessarily behave similarly at the microscopic level. In view of this, 

the difference in the microstructural organization and dynamics between a choline chloride-

based DES (ethaline) and three hydroxyls functionalized ILs have been investigated by various 

spectroscopic and analytical techniques. This chapter consists of two parts; the first part of the 

chapters describes the differences in the solute-solvent dynamics, and translational diffusion 

dynamics of both DESs and RTILs, while the second part delivers information on the 

differences with regard to the ultrafast solvation response between DESs and RTILs. 

Chapter 4 describes the impact of the increase in the number of hydroxyl groups on the cationic 

head of ammonium-based room temperature ILs (RTILs) on intermolecular and intramolecular 

hydrogen bonding interaction, local structural organization, and dynamics of the solvent 

systems. Three hydroxyl functionalized ammonium-based RTILs (HFILs) with different 
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numbers of hydroxyl groups on the cationic head and a non-hydroxyl ammonium-based RTIL 

are investigated using both ensemble-averaged and single-molecule spectroscopy techniques, 

in order to understand how hydroxyl functionalities, control the structure and dynamics of 

DESs and RTILs. 

The high electrochemical potential windows and low water electrolysis capacity of DESs make 

them highly attractive candidates for electrochemical applications. However, the impact of 

electrolytes on the structure, dynamics, and heterogeneity of DESs have not been investigated 

in detail yet. Chapter 5 focuses on the investigation of the structural organization, dynamics, 

and intermolecular interactions of DESs in the absence and presence of lithium salt. 

Specifically, the microscopic behaviour of Ethaline and Glyceline DESs and their mixtures 

with lithium bis(trifluoromethylsulfonyl) imide (LiNTf2) have been investigated using various 

spectroscopic techniques, such as steady-state and time-resolved fluorescence, EPR, and NMR 

spectroscopy. It is expected that the outcome of this study will be helpful in realizing the 

potential of DESs as a suitable electrolytic medium for Li-ion battery-related applications. 

While DESs are thought to be highly promising for the storage and processing of biomolecules 

as they are known to be advantageous over both conventional organic solvents and ILs, it still 

remains unclear whether all types of DESs are suitable or if only specific types of DESs are 

appropriate for this purpose. In view of this, chapter 6 seeks to provide a thorough 

understanding of the mechanism of protein-DES interaction, as well as the structural and 

conformational stability of a protein (BSA) in the presence of DESs. To achieve this, the 

chapter examines two DESs, Ethaline (Choline chloride: ethylene glycol) and BMEG 

(benzyltrimethyl ammonium chloride: ethylene glycol), both having the same hydrogen bond 

donor but different hydrogen bond acceptors. The selection of the constituents of DESs allows 

for a deeper understanding of how even a small change in a DES constituent can affect the 

protein-DES interaction at the molecular level. The investigation of protein-DES interaction is 
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done by using both ensemble-averaged measurements such as steady-state and time-resolved 

fluorescence spectroscopy, circular dichroism (CD) spectroscopy, as well as single-molecule 

measurement techniques like fluorescence correlation spectroscopy (FCS). 

The outcome of the present thesis work is expected to advance our fundamental 

knowledge in understanding the structure, intermolecular interactions, and dynamics of both 

RTILs and DESs. Some results of the thesis work are also expected to be helpful in realizing 

the potential of DES-based electrolytes for Li-ion battery applications. Additionally, the 

investigations of protein-DES interaction studies will also be useful to judge whether DESs 

can be effectively be used for the storage and handling of biomolecules. 
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Abstract 

This chapter describes the synthetic procedure, experimental techniques, and various 

methodologies employed in the current thesis. Briefly, various chemical sources, preparation 

of ILs and DESs, and methods of sample preparation for both spectroscopic and microscopic 

studies have been described. The working principles of a spectrophotometer, 

spectrofluorometer, time-correlated single photon counting (TCSPC) setup, fluorescence up-

conversion spectroscopy, and time-resolved confocal fluorescence microscope (FCS) setup 

have been discussed. Along with these, different theories and methodologies employed for data 

analysis have also been discussed. Finally, standard error limits corresponding to different 

experimental measurements are provided at the end of this chapter.  

 

 

2.1. Materials 

For this thesis work, variety of different chemicals were purchased from different suppliers and 

they are used without any subsequent purification for synthesis and studies. Various starting 

materials, including 1-methylimidazole, N-methylpyrrolidine, N,N-dimethylethanolamine, N-

methyldiethanolamine, N-butyldiethanolamine, 1-bromopropane, ethylene glycol, and 

glycerol, were obtained from Sigma Aldrich. Additionally, probe molecules such as coumarin 

(153), perylene, 8-Methoxypyrene-1,3,6-trisulfonate trisodium (MPTS), and 2,2,6,6-

tetramethylpiperidine-1-oxyl (TEMPO) were purchased from Sigma Aldrich. Deuterated 

solvents, specifically DMSO-d6 and D2O, were also acquired from Sigma Aldrich. Choline 

chloride, Benzyl trimethylammonium chloride, butyltrimethylammonium 

bis(trifluoromethanesulfonyl)imide, 2-bromoethanol, 2-chloroethanol, 1-bromobutane, and 

lithium Bis(trifluoromethanesulfonyl)imide (LiNTf2) were purchased from TCI Chemicals. In 

addition, 1-(2-hydroxyethyl)-3-imidazolium bis(trifluoromethanesulfonyl)imide was obtained 
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from io-li-tec. For studies related to biology, bovine serum albumin (BSA) and phosphate 

buffer with a pH of 7.4 were obtained from Sigma Aldrich, while FITC-tagged BSA was 

purchased from Invitrogen. 

2.2. Synthesis and Characterization of DESs and RTILs  

2.2.1. General procedure for synthesis of different hydroxyl functionalized ionic liquids 

(HFILs): The HFILs have been synthesized following the literature method.250, 251 A general 

scheme for the synthesis of different HFILs have been provided in Scheme 2.1. A brief 

overview of preparation and characterization of these HFILs is as follows.  

To 141 mmol of the N-methylpyrrolidinium/ethanolamine (N,N-

dimethylaminoethanol, N-methyldiethanolamine and N-butyldiethnaolamine), 30mL of 

acetonitrile was added in a two-neck round bottom flask equipped with reflux condenser. To 

the solution, 170 mmol (1:1.2) of respective halo-alkane/halo-ethanol (1-bromopropane/1-

bromobutane/ 2-bromoethanol, Scheme 2.1.) was gradually added. The whole solution was 

stirred and condensed at 353K for 2 days in the same condition. Then the solution was 

condensed by evaporation in the rotary evaporator. The reaction product was washed several 

times with diethyl ether and ethyl acetate to obtained the solid product of the bromide salt (for 

[N4 2OH 2OH 2OH]Br, the salt is semi solid). The white solid product was kept under high vacuum 

at 323K for 12 hours. Then, 65 mmol of lithium bis(trifluoromethanesulfonyl)imide was mixed 

with 30mL of water and gradually added to an aqueous solution of the 54.3 mmol bromide salt 

(in 20 mL of water). The solution was stirred for 12 hours. Then two separate layer was formed 

and the aqueous solution layer was decanted. The ionic liquid layer was dissolved in ethyl 

acetate and washed with water several times until no precipitation occurs in the washing residue 

after adding silver nitrate solution. After that, the solvent was evaporated and the viscous 

residue was mixed with activated charcoal in acetonitrile. The activated charcoal was removed 
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by filtration to obtained a white solution. Then the solvent was evaporated. The ionic liquid 

was then dried under high vacuum at 308 K for 3 days. The product was a colorless liquid with 

80-85% yield. The compound was characterized by 1H-NMR spectrometric studies. 

 

Scheme 2.1. Synthesis scheme of HFILs. 
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[OHEMPy][NTf2]: 
1H NMR (𝛿𝐻,   𝑝𝑝𝑚): 5.27 t (1H, OH), 3.85 m (2H, N-CH2), 3.52 m (4H, 

CH2-N-CH2), 3.45 m (2H, O-CH2), 3.05 s (3H, N-CH3), 2.1 m (4H, CH2-CH2); ESI-MS (+ve): 

130.1244 [OHEMPy]+. 

[N3 1 1 2OH][NTf2]: 1H NMR (𝛿𝐻,   𝑝𝑝𝑚): 5.22 t (1H, OH), 3.80 m (2H, O-CH2), 3.44 t (2H, CH2-

CH2-N), 3.36 t (2H, C2H5-CH2-N), 3.12 s (6H, N-(CH3)2), 1.67 m (2H, CH2-CH3), 0.84 t (3H, 

CH2-CH3); ESI-MS (+ve): 132.1489 [N3 1 1 2OH]+. 

[N4 1 1 2OH][NTf2]: 
1H NMR (𝛿𝐻,   𝑝𝑝𝑚): 5.26 t (1H, NCH2CH2OH), 3.84 m (2H, NCH2CH2OH), 

3.35 m (4H, CH2-N-CH2CH2OH), 3.06 s (6H, N-(CH3)2), 1.68 m (2H, N-CH2CH2CH2CH3), 

1.30 m (2H, N-CH2CH2CH2CH3), 0.94 s (2H, N-CH2CH2CH2CH3); ESI-MS (+ve): 146.1532 

[N4 1 1 2OH]+.  

[N4 1 2OH 2OH][NTf2]: 
1H NMR ( 𝛿𝐻,   𝑝𝑝𝑚 ): 5.23 t (2H, N(CH2CH2OH)2), 3.85 m (4H, 

N(CH2CH2OH)2), 3.41 m (6H, CH2N(CH2CH2OH)2), 3.06 s (3H, N-CH3), 1.68 m (2H, N-

CH2CH2CH2CH3), 1.30 m (2H, N-CH2CH2CH2CH3), 0.94 s (2H, N-CH2CH2CH2CH3); ESI-

MS (+ve): 176.1643 [N4 1 1 2OH]+. 

[N4 2OH 2OH 2OH][NTf2]: 
1H NMR (𝛿𝐻,   𝑝𝑝𝑚 ): 5.20 t (3H, N(CH2CH2OH)3), 3.83 m (6H, 

N(CH2CH2OH)3), 3.50 t (6H, CH2N(CH2CH2OH)3), 3.40 t (CH2N(CH2CH2OH)3), 1.68 m (2H, 

N-CH2CH2CH2CH3), 1.30 m (2H, N-CH2CH2CH2CH3), 0.94 s (2H, N-CH2CH2CH2CH3); ESI-

MS (+ve): 206.1835 [N4 1 1 2OH]+. 

2.2.2. General procedure for the synthesis of DESs: The DESs used in the current thesis work 

are synthesized by following a standard procedure as reported in literature.19-20 Briefly, choline 

chloride was mixed with ethylene glycol and glycerol separately in 1:2 molar ratio and heated 

and stirred at 60° C until a homogeneous transparent liquid is formed. Then both the DESs 

were cool down to room temperature. Both DESs were kept under high vacuum for 24 hours 
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prior to use. H1 NMR was used to characterize the resulting solvents (Supporting information) 

and found to be consistent with the previously reported data. The viscosity of both DESs have 

been measured at different temperature and also found to be comparable with the literature 

report. 

1H NMR (𝛿𝑝𝑝𝑚) of Ethaline: 4.75 brs (1H, OH), 4.4 brs (4H, OH), 3.45 m (2H, N-CH2), 3.05 

m (10H, O-CH2), 2.72 s (9H, N-(CH3)3). 

1H NMR (𝛿𝑝𝑝𝑚) of Glyceline: 4.55 brs (1H, CH2-OH), 4.3 brs (2H, CH-OH), 4.20 brs (4H, 

CH2-OH), 3.4 m (2H, N-CH2) (2H, CH2-CH), 3.95m (12H), 2.62 s (9H, N-(CH3)3). 

2.2.3. Water Content Measurements of DESs and RTILs: Water content of all the concerned 

solvents have been measured through Karl Fischer titration after drying several hours. The 

water content of all the solvent systems have been found to be in accordance with previously 

reported literature report.185, 224 We anticipate that water content at this level will not affect the 

experimental result significantly. 

Table 2.1. Water content of the solvent systems used in this study. 

Sl No. Systems Water Content (in PPM) 

1 [OHEMIM][NTf2] 100 

2 [OHEMPy][NTf2] 250 

3 [N3 1 1 2OH][NTf2] 570 

4 [N4 1 1 1][NTf2] 100 

5 [N4 1 1 2OH][NTf2] 250 

6 [N4 1 2OH 2OH][NTf2] 570 

7 [N4 2OH 2OH 2OH][NTf2] 880 

8 Ethaline 800 

9 Glyceline 950 
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2.3. Instruments 

2.3.1. Instrumentations used for characterization of samples 

The Bruker Avance 400 MHz NMR spectrometer was used to record the NMR spectra of 

different samples. ESI-MS (Electrospray ionisation mass spectrometry) spectra were collected 

using a Bruker micro-TOF-QII mass spectrometer. A cone and plate viscometer was used to 

measure the viscosity of both DESs and ILs (Brookfield LVDV-III Ultra). Temperature-

dependent viscosity measurements were also done using the viscometer and a Julabo water 

circulator bath. 

2.3.1. Instrumental Technique for Steady-State Absorption and Fluorescence 

Measurements  

2.3.1.1. Steady-State Absorption Spectroscopy 

UV-visible absorption spectroscopy is the commonly employed method to assess the ground 

electronic state of choromophoric entities. This spectroscopic technique provides information 

on the electronic energy levels of a system by measuring distinct wavelengths of absorption 

bands and the molar extinction coefficient. Consequently, this approach enables the 

identification of various chromophoric groups and their neighbouring environments. 

Moreover, the absorption profile of an absorbing species is frequently altered by solvent 

polarity, polarizability, and hydrogen bonding interaction in the ground state.252 As a result of 

this, UV-Visible absorption spectroscopy can give more meaningful information on the nature 

of interactions between chromophoric entities and their surrounding microenvironment in the 

ground electronic state. The absorption of light by a chromophoric group usually adheres to 

Lambert-Beer's law. According to this law, the absorbance (Aλ) of a species in a solution at a 

wavelength λ, is directly proportional to its molar extinction coefficient (ελ) at that wavelength 

and the concentration (C) of the species in the solution, which is given by the following 

equation252, 
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𝐴𝜆 = 𝑙𝑜𝑔 (
𝐼𝑜

𝐼
) = 𝜖𝜆𝐶𝑙       (2.1) 

where Io and I are the incident and transmitted light intensity at 𝜆 wavelength, l is the path 

length of the sample in cuvette.  

In the current thesis work, the UV-Vis spectroscopy experiments were carried out using a Cary 

100 Bio UV-VIS spectrophotometer with a wavelength resolution of 0.15 nm. This apparatus 

measures absorbance in the UV and Visible regions using a D2O lamp and a xenon lamp as 

excitation sources respectively. 

2.3.1.2. Steady-State Fluorescence Spectroscopy 

The fluorescence spectroscopy is a very sensitive optical techniques for investigating 

many sorts of photophysical and photochemical processes in the excited state of a fluorophore 

molecule. A relatively slight change in the energetics or interactions between fluorophore 

molecules in their excited state can cause a change in the intensity, shape, and emission 

maximum of the emission spectra of the corresponding species.193, 225, 252 Consequently, a better 

comprehension about the microenvironment of the emitting species can be obtained with the 

use of this approach. 

 In the current thesis work, all steady-state fluorescence measurements were carried out 

using an Agilent Technologies (G9800A) Cary Eclipse fluorescence spectrophotometer using 

a xenon lamp as the light source. To collect the temperature-dependent fluorescence spectra, 

the Edinburgh spectrofluorometer FS5 was also employed. In this apparatus, the temperature 

of the cell was controlled by a North West (TC 125) temperature controller, and it is maintained 

by circulating water through the cell holder. 
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2.3.2. Instrumental Techniques for Time-Resolved Studies 

2.3.2.1.  Fluorescence Lifetime Measurements 

Time-resolved fluorescence spectroscopy measurements are very helpful in revealing the 

dynamics and kinetics of many photophysical and photochemical processes. This method is 

more preferable than steady-state fluorescence in a sense that the latter method concentrates 

more on the equilibrium state of the systems. In this method, a very short laser pulse excites 

the fluorophore to the excited state, creating an initial population (no) in the excited state. Now 

the excited state population decays as time proceeds through both radiative and non-radiative 

pathways. The rate of population decay of the excited state is given by equation 2.2193, 225, 252-

255, 

−
𝑑𝑛(𝑡)

𝑑𝑡
= (𝑘𝑟 + 𝑘𝑛𝑟)𝑛(𝑡)      (2.2) 

where n(t) = number of excited molecules at time t following the excitation of fluorophore 

molecule with the very short pulse light. The kr and knr denotes the radiative and nonradiative 

rate constant respectively.252 As emission is considered as a random event, the probability of 

emission of the fluorophores are same over a given period of time. The excited state population 

decays in an exponential manner using equation 2.3, 

𝑛(𝑡) = 𝑛𝑜exp (−
𝑡

𝜏
)       (2.3) 

where 𝜏 is the lifetime of the excited fluorophore. It can be observed that the fluorescence 

intensity is directly proportional to the number of excited molecules present in the solution. 

Equation 2.3 can be rewritten in terms of the time-dependent intensity I(t) and the integration 

of the final equation 2.3 has been depicted below 

𝐼(𝑡) = 𝐼𝑜exp (−
𝑡

𝜏𝑓
)      (2.4) 
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where I0 is the intensity at zero time, τf is the fluorescence lifetime of the fluorophore. τf is 

related to the radiative and nonradiative decay rate constants as per equation 2.5, which given 

as 

𝜏𝑓 =
1

𝑘𝑟+𝑘𝑛𝑟
       (2.5) 

The time-correlated single photon counting (TCSPC) technique is generally used to 

estimate the fluorescence lifetime of a fluorophore.193, 253-255 The observed fluorescence decay 

of the sample under investigation shows the temporal distribution of these released photons 

since different molecules spend different amounts of time in the excited state. Thus, the lifetime 

obtained from the TCSPC instrument is the statistical average of the times the fluorophore 

molecules reside in the excited state. Although TCSPC is a sophisticated instrument for 

estimating the excited lifetimes of fluorophores, it has a broad temporal resolution (~80ps), 

making it unable to capture ultrafast components, if any, present in a fluorophore. Therefore, 

fluorescence upconversion spectroscopic (FLUPS) techniques are typically used to capture 

ultrafast lifetime components as they have sub-picosecond time resolution (~300fs). In this 

thesis work, time-resolved measurements were carried out using Edinburgh Life Spec II and 

OB920 setups, while a fluorescence upconversion spectrometer was used to measure ultrafast 

components. The following sections provide an overview of the essential operating principles 

and key elements of the TCSPC and FLUPS setups. 

2.3.2.2.Basic Principle of TCSPC Instrument 

The basic operating principle of TCSPC is based on the detection of a single photon upon 

pulsed excitation of a fluorophore.193, 253-255 TCSPC usually measures the time gap between the 

short excitation pulse and the first detected photon. It also represents the time-dependent 

probability distribution of a single photon emission from an excited fluorophore. The time-

dependent fluctuations in fluorescence intensity that occur, when a fluorophore moiety is 
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excited, are equal to the time-dependent probability distribution of molecules in excited states 

that may be measured by the device. As TCSPC is a statistical approach, a high repetition rate 

of the excitation source is necessary in order to detect a significant number of photons in a 

short amount of time and obtain accuracy in the statistical data. These data stored in the form 

of a histogram which essentially represents the fluorescence decay profile of the fluorophore. 

The TCSPC operates similarly to a stopwatch, with the START pulse being produced by a 

photon either from the excitation source (known as the "forward mode") or from the emission 

of the sample (known as the "reverse mode").193 A schematic representation of the working 

principle of TCSPC setup (in reverse mode) is shown in Scheme 2.2.  

 

Scheme 2.2. A schematic diagram for the working principle of TCSPC setup. 

As depicted in Scheme 2.2., one can notice that the excitation pulse is divided into two 

parts, the first part is used to excite the sample and the second part of the pulse excitation is 

directed towards the electronics. The optical signal resulting from the emitted photon passes 

through the PMT to generate an electrical signal that corresponds to START pulse. The START 

pulse then travels through the Constant Fraction Discriminator (CFD), which precisely 

measures the actual arrival time of the pulse. The signal then enters the Time to Amplitude 

Emission 

Excitation 
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Converter (TAC) through the START input, creating a voltage ramp that rises linearly over 

time. Now, the second channel, which is composed of excited photons, travels via variable 

delay line and the CFD before arriving at the TAC unit. These signals are basically the STOP 

pulses which are used as the STOP input of the same TAC unit. The TAC unit now stop the 

voltage ramp once it detects the first STOP pulse. In essence, the TAC unit now has a voltage 

that is proportional to the time interval (∆t) between the emission (start) and excitation (stop) 

pulses. The TAC output pulse signals are subsequently passed through PGA (Pulsed Gain 

Amplifier) to an ADC (Analog-to-Digital Converter). Then a numerical number that is 

proportionate to the height of the TAC output pulse signal is produced by the ADC and finally 

the data is stored in the multichannel analyser (MCA). The cyclic procedure described above 

is repeated several times, producing a collection of histograms of counts in the MCA channels. 

Generally speaking, this TCSPC working concept is known as "reverse mode" functioning. In 

present times, almost all TCSPC measurements are done in the "reverse mode".193 This is 

because of the high repetition rate of modern pulsed-light-based sources.  Before each start 

pulse, the TAC must be reset and set to zero, which requires a finite amount of time. If the start 

signals arrive too quickly, the TAC can remain permanently in reset mode to prevent 

information loss. However, the TCSPC conditions are adjusted so that less than one photon can 

be detected per hundred laser photons excitation. Thus, these emission pulses are used to 

initiate the voltage ramp in TAC, and the next laser pulse is utilised to stop the TAC. Present 

electronics for TCSPC setup only allow the detection of the first arrival photon. Analysis 

procedure for estimation of fluorescence lifetime and anisotropy from the measured 

fluorescence decay curves is also discussed in the later part of this chapter. In this thesis work, 

the fluorescence decays of all samples are recorded using Life Spec II and OB920 TCSPC 

spectrofluorometer. Appropriate analysis software (F980), provided by Edinburgh company, is 

used to fit the experimental decay curves and get the fluorescence lifetimes of the samples. The 
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analysis procedure for estimation of fluorescence lifetime from the measured fluorescence 

decay curves is also discussed in the later part of this chapter. 

2.3.2.3.Fluorescence Upconversion Spectroscopy (FLUPS) 

Fluorescence Up-Conversion is an ultrafast spectroscopic technique widely used to investigate 

the ultrafast dynamics or initial dynamics of any fluorophore with a time resolution of 300 fs 

to 2 ns.193 As the name implies, this method is based on the sum frequency generated signal 

(upconverted signal), which is formed by the combination of the emission and gate pulses. The 

basis for fluorescence up-conversion techniques is the pump-probe process, in which a sample 

is excited by an ultrafast laser pulse (the pump pulse), and the fluorescence decay is produced 

by combining the fluorescence from the sample and the laser pulse (the probe pulse). A delay 

line causes the laser pulse to be time-delayed in relation to the fluorescence of the sample and 

then both pulses are focused simultaneously on a non-linear optical crystal (in our example, a 

BBO) to generate the unconverted UV signal.  

 

Scheme 2.3. A schematic representation of the up-conversion setup, Fluomax from IB 

photonics. In the scheme, the red line corresponds to the fundamental laser beam and the blue 

one frequency-doubled visible beam. 
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Scheme 2.3 depicts the different components and the operating principle of a 

fluorescence up-conversion spectrofluorometer. In this technique, the fundamental laser pulse 

(𝜔𝑝) was focus on the β-barium borate (BBO) crystal to generate the second harmonic beam 

(2𝜔𝑝) with the same repetition rate. Then the output light was made to pass through a dichroic 

mirror (BS1) where both fundamental beam (𝜔𝑝 , gate pulse/probe pulse) and the second 

harmonic beam (2𝜔𝑝, excitation pulse/pump pulse) were separated. BS1 transmit the gate beam 

and reflect the excitation pulse. The excitation pulse was guided through a polarizer W2 

(35.400) and focused on the sample for collection of a fluorescence decay at a magic angle. 

Then the fluorescence from the sample are passes through the filter which only transmit the 

fluorescence signal. Then the fluorescence signal (𝜔𝑓) from the sample are focused on the sum 

frequency generation (SFG) crystal (BBO crystal) with the help of two parabolic mirror (PR1 

and PR2). Now, the gate beam passes through a motorized optical delay line (RR1), which was 

used to time delayed the gate beam with respect to the fluorescence signal from the sample and 

also focuses on the same SFG crystal at the same region. As a result, an up-converted signal is 

generated with frequency equal to the sum of the frequencies of fluorescence and gate pulse 

( 𝜔𝑢𝑝 = 𝜔𝑓 + 𝜔𝑝 ). The upconverted signal is passed through an iris which blocks the 

fluorescence and the gate beam and up-converted light is focused and guided to a 

monochromator and finally to the detector (PMT). Spatial and temporal overlap of the two 

signals is necessary for efficient up-conversion. Fluorescence decay can be obtained from the 

intensity of the up-converted signal as the delay time is varied for gate pulse if the intensity of 

the gate pulse remains unaltered during the measurement. To avoid photo degradation, the 

sample is placed in a rotating cell with a 1 mm path length. The IRF of the instrument was 

estimated from the Raman scattering of water (~250 fs). In the present thesis work, 

Femtosecond fluorescence up-conversion data were recorded in a fluorescence up-conversion 
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spectrometer, FluoMax from IB Photonics Ltd. For excitation of the samples, Ti-sapphire laser 

(Mai Tai HP, Spectra Physics, 80 MHz, centre wavelength 800nm, 3W @800nm) with a 

tuneable range from 690 nm to 1040 nm was used.  

2.3.4. Experimental Technique for Single-Molecule Studies 

2.3.4.1. Time-Resolved Confocal Fluorescence Microscopy 

Optical microscopes are a great tool for observing magnified images of small objects. However, 

to observe micro-objects clearly, the overall resolution of the microscope is crucial. The 

resolution of a microscope is determined by the excitation wavelength and numerical aperture 

of the objective lens. It is possible to adjust the resolution of a microscope by changing the 

excitation source and configuration. Confocal fluorescence microscopy (CFM) has a higher 

temporal resolution (up to a few nanoseconds) and employs multiple pinholes in the detection 

path to allow only focused light and obtain measurements in a confocal region. Scheme 2.4 

shows a schematic diagram of the time-resolved confocal microscope. 

The PicoQuant MicroTime 200 has been used to carry out all the measurements in this 

thesis. To excite the sample, different pulsed picosecond diode lasers with different 

wavelengths (403 nm, 444 nm, 483 nm, and 519 nm) have been used along with a continuum 

laser with an excitation wavelength range from 360 nm to 720 nm. The laser output is 

transmitted through a polarization-maintaining single-mode optical fiber, guided through a 

dichroic mirror, and then directed into an inverted microscope (Olympus IX71) with a water 

immersion objective, UPlansApo NA 1.2, 60X. A sample holder is used to place the sample on 

a coverslip, and the sample position is adjusted manually using micro-meter screws or 

automatically using the software-controlled piezo-scanner for precise and repeatable XY 

scanning and Z-position. The position of the focal point on the sample is monitored by a 

charged-coupled device detector, and the fluorescence of the sample is collected and passed 

through a dichroic mirror and filtered using a 430 nm long-pass filter. The fluorescence signal 
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is allowed to focus into a pinhole with a diameter of 50 μm to remove the out-of-focus signal 

and is finally directed to the single-photon avalanche photodiodes (SPADs). Depending on the 

experimental design, single or multiple SPAD detectors can be used. The data is analyzed using 

SymPhoTime software-controlled PicoHarp 300 TCSPC module in a time-tagged time-

resolved (TTTR) mode. Time-resolved confocal fluorescence measurements involve 

techniques like fluorescence correlation spectroscopy (FCS) and fluorescence lifetime imaging 

(FLIM), single molecules emission measurements etc. 

 

Scheme 2.4. Time-resolved confocal fluorescence microscope setup. 

2.3.4.2. Fluorescence Correlation Spectroscopy (FCS) 

FCS is an elegant and single molecular sensitive technique based on confocal microscopy 

setup.256-258 FCS was first introduced by Webb and co-workers256 while studying the binding 
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kinetics of ethidium bromide with DNA. FCS techniques usually involves the investigation of 

the time-dependent fluorescence intensity fluctuation inside a very tiny volume (~ 1fL 

approximately), The analysis of FCS data provides crucial information on different dynamical 

processes such as molecular translational diffusion, conformation fluctuations, reaction 

kinetics, and blinking dynamics of a species in sub microsecond-to-second time scales. Since 

FCS monitors the sharp fluctuations in fluorescence intensity, the number of fluorophore 

species inside the confocal volume must be low (only 1to 3). This can be achieved by using a 

sample solution of nanomolar concentration. The fluctuations in the fluorescence intensity are 

then autocorrelated to generate the autocorrelation curves. To improve the temporal resolution 

and boost the signal to noise ratio, the autocorrelation curves from both detectors are cross-

correlated to generate the cross-correlation curves. 

2.4. Methods 

2.4.1. Analysis of the Fluorescence Decay Curves 

2.4.1.1. Data Analysis 

In TCSPC, it is not possible to observe the true intensity decay as the fluorescence decay curve 

obtained from time-resolved measurements is a convolution or a mixture of the laser pulse and 

actual fluorescence from the sample. This is because the estimated fluorescence decay time of 

any fluorophore is higher than the pulse-width of the excitation source. So, the experimental 

data can be affected by the response time of the photomultiplier tube (PMT), finite decay time 

of the source pulse, and related electronics.193 Thus, the overall instrument response function 

(IRF) depends on the decay time of the laser pulse as well as on the response time of the detector 

and other associated electronics. Deconvolution of the IRF from the fluorescence decay curves 

are necessary to obtain the actual fluorescence lifetime of a sample. Therefore, the fluorescence 

decay profiles were analysed by employing the iterative reconvolution least squares method.259 

This method can be mathematically expressed as the following equation193, 260, 261 
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𝐼𝑚(𝑡) = ∫ 𝐼𝑅
𝑡

0
(𝑡 − 𝑡′)𝑅(𝑡′)𝑑𝑡′   (2.6) 

where Im(t) = fluorescence intensity at time t, IR(t-t') = response function of the experimental 

system, R(t') = intensity of the exciting pulse at time t'. IRF was measured using a dilute Ludox 

solution and deconvolution algorithm is made through iterative reconvolution method. 

A nonlinear least squares (NLLS) data processing technique is employed to fit the 

fluorescence decay curves with an assumed functional form. The least squares approach is 

useful when the data points meet specific criteria, such as having enough independent data 

points, having experimental data points with Gaussian distribution of uncertainty, and not 

having any systematic errors. Both Im(t) and R(t’) can be obtained experimentally from the 

TCSPC setup. During the analysis, a sample-specific decay function 𝐺(𝑡) is first assumed and 

this function is deconvoluted with the observed R(t') in accordance to the equation 2.6 to 

produce a calculated curve Y(t). The Y(t) is then compared with the experimentally observed 

decay curve 𝐼𝑚(𝑡).193, 260, 261 The variables in the function G(t) can be changed iteratively until 

a good fit between the Y(t) and 𝐼𝑚(𝑡) is obtained. The function 𝐺(𝑡) is typically assumed to 

be a sum of exponentials as shown in equation 2.7, 

𝐺(𝑡) = ∑ 𝐵𝑖𝑖 𝑒𝑥𝑝 (
−𝑡

𝜏𝑖
)    (2.7) 

where Bi = pre-exponential factor for the ith component and τi = fluorescence lifetime of the 

corresponding ith component. The average lifetime (< 𝜏 >) of the fluorophore is estimated 

using equation 2.8, 

< 𝜏 > = ∑ 𝑏𝑖𝑖 𝜏𝑖     (2.8) 

where 𝑏𝑖  are the normalized amplitude weighted components and 𝜏𝑖  is its corresponding 

lifetime component. A good fit to the observed decay curves depends on two factors: reduced 

chi-square values and distribution of weighted residuals. 
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2.4.1.2. Reduced chi-square (χ2) Values 

The reduced χ2 is defined by equation 2.9, 

𝜒2 =
∑ 𝑊𝑖{𝑌𝑖−𝐼𝑖}2

𝑖

𝑛−𝑝
     (2.9) 

 

where Yi = count of ith channel of the calculated curve, Ii = count at the ith channel of the curve 

measured experimentally. Wi [Wi=I/Ii] = weighting factor of the counts in the ith channel, n = 

number of channels used for the decay to be analysed and p = number of degrees of freedom 

in the decay function considered for the analysis which is equal to the number of variables in 

the function G(t). For a good fit, the χ2 values must be close to unity.  Generally, values of χ2 

ranging between 1.0 to 1.2 is considered to be a good fit to the data points. 

2.4.1.3.  Distribution of Weighted Residuals 

Weighted residual is the difference between the measured decay function and the fitted 

function. The weighted residuals are considered as one of the important parameters for 

analysing the TCSPC data set which is defined by equation 2.10, 

𝑟𝑖 = √𝑊𝑖 (𝑌𝑖 − 𝐼𝑖)       (2.10) 

The random distribution of the weighted residuals about the zero line over the complete data 

range is expected to show a good fit. In the present work F980 software provided by Edinburg 

Instrument has been used for deconvolution of the instrument response function and to fit each 

decay curve to a suitable mathematical function. 

2.4.2. Construction and fitting of Time Resolved Emission Spectra (TRES) 

TRES usually represents the emission spectra of a fluorophore at particular instant of time after 

photoexcitation. The energy of the fluorophore in the excited state changes after 

photoexcitation of the fluorophore to the excited state due to numerous dynamical processes, 

resulting a change in the fluorescence lifetime of the fluorophore with respect to the emission 



Chapter 2 

 

64 | P a g e  
 

wavelength. TRES is created by combining steady-state and time-resolved fluorescence in 

order to visualise changes in the emission profile immediately following photoexcitation of the 

fluorophore to the equilibrium state. Maroncelli and Fleming198 were the first to proposed the 

method for the construction of TRES plots. According to this method, around 15 to 20 

fluorescence decay profiles were collected at magic angle (54.7°) at 5 to 10 nm intervals across 

the whole range of the steady state emission profile. The decay curves were then fitted using a 

multiexponential decay function in accordance with equation 2.11 while keeping the χ2 value 

within the range of 1 and 1.2. The random distribution of weighted residuals was also examined 

during this stage to determine a satisfactory fitting of the decay curves. The fluorescence 

intensity [I(υ,t)] at emission position (υ) and time (t) was estimated by the following equation, 

𝐼(𝜐, 𝑡) = 𝐼𝑠𝑠(𝜐)
Σ𝑗𝛼𝑗(𝜐)𝑒

−𝑡 𝜏𝑗(𝜐)⁄

Σ𝑗 𝛼𝑗(𝜐) 𝜏𝑗 (𝜐)
       (2.11) 

where 𝐼𝑠𝑠(𝜐) is the steady state fluorescence intensity at 𝜐, 𝜏𝑗 (𝜐) are the lifetime components 

and 𝛼𝑗(𝜐) are their corresponding amplitude. The fluorescence spectra for all wavenumber at 

distinct time have been generated by following this equation. Then, the emission maximum at 

each time ν̅(t) was obtained by fitting the spectrum according to the following log-normal line-

shape function which is given by equation 2.12202, 

𝐼 = ℎ 𝑒𝑥𝑝[− ln 2{𝑙𝑛 (1 +  𝛼) 𝛾⁄ }2]        (2.12) 

where 𝛼 = 2𝛾 (�̅� − �̅�𝑝𝑒𝑎𝑘) ∆⁄  and α > −1 = 0 and I = 0 for α ≤ −1, �̅�𝑝𝑒𝑎𝑘  is the wavenumber 

corresponding to the peak height, Δ is the full width at half-maximum (fwhm), h is the peak 

maxima and γ is a measure of the asymmetry of the band shape.  

2.4.3. Solvation Dynamics and Missing Component (MC) Calculation 

Peak frequencies obtained from the log-normal fitting of TRES was used for the calculation of 

solvent correlation function (C(t)) which is given below.202 
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𝐶(𝑡) =
�̅�(𝑡)−�̅�(∞)

�̅�(0)−�̅�(∞)
      (2.13) 

where �̅�(∞), �̅�(0) 𝑎𝑛𝑑 �̅�(𝑡) are the emission maxima (frequencies) at times infinity (∞), zero 

(t = 0), and t, respectively. The plot of C(t) against t (time) was fitted by a biexponential 

function as given below, 

𝐶(𝑡) = 𝛼1 exp(−𝑡
𝜏1

⁄ ) + 𝛼2exp(−𝑡
𝜏2

⁄ )    (2.14) 

where 𝜏1 and 𝜏2 are the solvent relaxation time and 𝑎1 and 𝑎2 are normalized pre-exponential 

factors. Further the C(t) versus time plot can be fitted by stretched exponential function as 

follows, 

𝐶(𝑡)  = exp (−(𝑡
𝜏𝑠𝑜𝑙𝑣

⁄ )
𝛽

      (2.15) 

For the fitting of the C(t) function generated by the combination of both fluorescence up-

conversion and TCSPC data, the plot of C(t) versus t are fitted to a sum of single exponential 

as well as a stretched exponential function which is given by the following equation 

𝐶(𝑡) = 𝑓1 exp(−𝑡
𝜏1

⁄ ) + 𝑓2exp (−𝑡
𝜏2

⁄ )
𝛽

   (2.16) 

where 𝛽 is the stretching exponents, having value between 0 to 1 (0 < 𝛽 ≤ 1  ), representing 

the distribution of the 𝜏𝑠𝑜𝑙𝑣  or 𝜏2 solvation component. The integral time associated with 

stretched exponential component is estimated by the following equation 

〈𝜏𝑠𝑡〉 =
𝜏2

𝛽
𝛤(𝛽−1)      (2.17) 

where Γ is the gamma function and 𝜏𝑠𝑡 is the solvation time associated with stretched exponent 

time constant 𝜏2. 

The boarder temporal resolution of TCSPC setup imposes limitations on the precise 

estimation of the time-zero spectra and, consequently, the calculation of the dynamic Stokes 

shift. Therefore, in order to obtain the time-zero spectrum, a semi-empirical approach proposed 

by Fee and Maroncelli221 has been applied in the present thesis work. The fundamental premise 
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of this method is that a particular fluorescent probe should have the same Stokes shift in both 

polar and nonpolar solvents before solvent relaxation. An approximate time zero frequency 

(𝜈(0)), can be calculated by the following relation221, 

𝜈𝑝(0) ≅ 𝜈𝑝(𝑎𝑏𝑠) − {𝜈𝑛𝑝(𝑎𝑏𝑠) − 𝜈𝑛𝑝(𝑒𝑚𝑠)}    (2.18) 

where the subscripts “p” and “np” represent the polar solvent of interest and a reference 

nonpolar solvent, respectively. The choice of nonpolar solvent depends on the peak position of 

absorption of probe molecule in the polar solvent under investigation. Then, the percentage of 

missing component in dynamics of solvation can be calculated by the following relation221, 

Percentage of missing component, (MC) = [{𝜈𝑐𝑎𝑙(0) − 𝜈𝑜𝑏𝑠(0)}/{𝜈𝑐𝑎𝑙(0) − 𝜈𝑜𝑏𝑠(∞)}] (2.19) 

2.4.4. Time-resolved Fluorescence Anisotropy Measurements 

The time-resolved fluorescence anisotropy usually involves the measurements of the dynamics 

of angular displacement between absorption and subsequent emission of a fluorophore. The 

basis of time-resolved fluorescence anisotropy is the photo selection of the fluorophore. When 

a set of fluorophores are illuminated with linearly polarized light, only those fluorophores 

having their absorption transition moment oriented along the electric field vector of the incident 

light are preferably excited. This creates an anisotropic polarization in the excited state. 

However, this polarization is not permanent and various phenomena such as non-parallel 

absorption emission transition moment, rotational diffusion, torsional vibrations, and energy 

transfer causes the loss of polarization (depolarization) of the emission. Hence, investigation 

of the fluorescence anisotropy analysis provides important information regarding the size, 

shape, and mobility, solute-solvent interaction, micro-viscosity of the medium, etc.193  

 In the time-resolved fluorescence anisotropy measurements, Then the emission 

intensities corresponding to different excitation and emission polarizer orientation are 

collected. The ideal anisotropy is expressed by equation 2.20193, 
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   𝑟(𝑡) =
𝐼𝑉𝑉(𝑡)−𝐺𝐼𝑉𝐻(𝑡)

𝐼𝑉𝑉(𝑡)+2𝐺𝐼𝑉𝐻(𝑡)
      (2.20) 

where 𝐼𝑉𝑉  is the fluorescence intensity with parallel polarisation, i.e., vertically polarised 

excitation with vertically polarized emission, and 𝐼𝑉𝐻  is the fluorescence intensity with 

perpendicular polarisation, i.e. vertically polarized excitation with horizontally polarized 

emission. As the total emission intensity normalises the difference between parallel and 

perpendicular emission intensities, anisotropy is a dimensionless quantity that is independent 

of both the fluorophore concentration and the total emission intensity. G is the instrument 

correction factor for the detector sensitivity to the polarization of the emission. It is given by 

the following equation193 

𝐺 =
𝛴𝐼𝑉𝐻(𝑡)

𝛴𝐼𝑉𝐻(𝑡)
        (2.21) 

where 𝐼𝐻𝐻  is fluorescence intensity with horizontally polarized excitation and horizontally 

polarized emission and 𝐼𝐻𝑉  is the fluorescence intensity with horizontally polarized excitation 

and vertically polarized emission This value of G represents the relative sensitivity of the 

detection system to the different polarization. G varies with the emission wavelength and the 

band pass filter of the monochromator. 

 In the present thesis work, the time-resolved anisotropy measurements were carried out 

in a Life Spec II and OB920 Edinburgh setup with 405 and 375 nm laser. For the time-resolved 

anisotropy measurements, fluorescence intensities at parallel ( ‖ ) and perpendicular (⊥) 

polarization were collected alternatively until a peak difference between parallel (‖) and 

perpendicular (⊥) decay is ~ 5000 (at t = 0) is observed. The same procedure was applied for 

G- factor calculation but with horizontal polarization of the exciting laser beam and 5 cycles 

of repetitions. The temperature of the cell was monitored by circulating water through the cell 

holder by a Quantum along with a North West (TC 125) temperature controller. Hamamatsu 

microchannel plate photomultiplier tube (R3809U-50) detector was used to collect the decay 
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signals of the samples. The decay curves were analysed with the help of F980 decay analysis 

software. The decay curves were fitted through non-linear least square iteration methods and 

the quality of the fitting was judge from the chi-square (𝜒2) values as well as by verifying the 

weight deviation. The anisotropy data were fitted to calculate rotational relaxation time by the 

following equation193    

𝑟(𝑡) =  𝑟0𝑒
(− 

𝑡

𝜏𝑟
)
      (2.22) 

where 𝑟0 is the initial anisotropy and 𝜏𝑟  is the rotational relaxation time. It is important to 

mention here that the 𝑟0 values range from 0.20 to 0.40 for any single-photon excitation. The 

data corresponding to time-resolved anisotropy decay measurements were further analysed 

through Stokes-Einstein-Debye (SED) hydrodynamic theory. 

2.4.5.  FCS Data Analysis 

FCS techniques is a very sensitive and powerful tool for estimating the translational diffusion 

(D) of a probe molecule in a concerned solvent system. This measurement was performed by 

placing a highly diluted sample (10-20 nM) over a coverslip which in turn placed over the 

water immersion objective through which the excitation laser was passed. The fluctuation in 

fluorescence intensities of the sample were measured in very small observation volume (~ 1 

fL) with the help of a pinhole. Now, these fluctuating fluorescence signals were detected by 

two SPAD detectors and were cross-correlated to generate the correlation curves G(τ). The 

decay of correlation function with respect to time was used for obtaining the dynamical 

information on translational diffusion.  

The correlation function G(τ) for the fluctuation in fluorescence intensity is given by equation 

2.23256-258 

𝐺(𝜏) =
〈𝛿𝐹(𝑡)𝛿𝐹(𝑡+𝜏)〉

〈𝐹(𝑡)〉2        (2.23) 
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where 𝛿𝐹(𝑡) and 𝛿𝐹(𝑡 + 𝜏) represents the fluctuation in fluorescence intensity around the 

mean value at time 𝑡 and (𝑡 + 𝜏) respectively and 〈𝐹(𝑡)〉 is the average fluorescence intensity.  

 

Scheme 2.5. (a)  Diffusion of fluorophores through the confocal volume, (b) fluctuations in the 

relative fluorescence intensities and (c) correlation of the fluctuation in fluorescence intensities 

at different time interval. 

The correlation data can be fitted to both single-component diffusion which is given by the 

following equation193, 256-258, 

𝐺(𝜏) =  
1

𝑁
(1 +

𝜏

𝜏𝐷
)

−1

(1 +
𝜏

𝜅2𝜏𝐷
)

−
1

2
       (2.24) 

In equation 2.24, N represents the average number of fluorescent molecules in the observation 

volume, 𝜏 is the delay or lag time, and 𝜏𝐷 is the translational diffusion time constant or the time 

taken for the fluorophore molecule to diffuse through the observation volume. 𝑘 represents the 

aspect ratio of the observation volume which is given by, 𝑘 = 𝑧
𝑤𝑥𝑦⁄ , where 𝑧 and 𝑤𝑥𝑦 are the 

longitudinal and transverse radii of the observation volume, respectively. The excitation 

volume of the FCS setup was calibrated by taking a dilute solution of Rhodamine 6G (R6G) in 

water whose translational diffusion coefficient (𝐷𝑡) is 426 𝜇𝑚2𝑠−1. The estimated excitation 

volume was ∼0.45fL for 405 nm laser and ~0.80fL for 483 nm laser sources. The 𝐷𝑡 was 

calculated by using equation 2.25 which is provided below 
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𝐷𝑡 =
𝑤𝑥𝑦

2

4𝜏𝐷
      (2.25) 

The single component diffusion model is not always the best choice for fitting autocorrelation 

data, especially in highly viscous and organized media such as DESs and RTILs. In these cases, 

alternative models are used to obtain a better fit for the autocorrelation data. One such 

alternative model is the anomalous diffusion model, which can be expressed using the 

following equation185, 186, 262, 

𝐺(𝜏) = [
1

𝑁×[1+(𝜏
𝜏𝐷⁄ )

𝛽
]×[√1+(𝜏

𝜏𝐷⁄ )
𝛽

(
1

𝑘2)]

]    (2.26) 

where β (0 < β < 1) is the stretching exponent representing the distribution of 𝜏𝐷. Likewise, the 

two-component diffusion model has also been employed to achieve a better fit for the FCS 

traces. The corresponding equation for this model is given by equation 2.27243, 245, 263, 

𝐺(𝜏) =
1

𝑁
[

𝛼1

(1+
𝜏

𝜏𝐷1
)(1+

𝜏

𝐾2𝜏𝐷1
)

1
2⁄

+
𝛼2

(1+
𝜏

𝜏𝐷2
)(1+

𝜏

𝐾2𝜏𝐷2
)

1
2⁄
]    (2.27) 

where 𝜏  is the delay or lag time, and are and 𝛼1  and 𝛼2   are the corresponding amplitude 

associated with the translational diffusion time constant 𝜏𝐷1  and 𝜏𝐷1   respectively.  The 

average translational diffusion time constant is estimated from the individual amplitude 

associated with 𝜏𝐷1 and 𝜏𝐷2 which is given by  

𝜏𝑑
𝑎𝑣𝑔

= 𝛼1 × 𝜏𝐷1 + 𝛼2 × 𝜏𝐷2    (2.28) 

2.4.6. Pulsed Filed Gradient NMR Techniques 

The self-diffusion coefficient of all the samples were determined using pulse field gradient 

(PFG) NMR techniques. A stimulated echo bipolar pulse-gradient pulse (stebpgp) sequence 

was applied with maximum gradient pulse strength of 50G/cm. The echo heights were attained 
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by varying the gradient pulse strength from 2-95 % at 16 equal intervals. The echo heights were 

fitted using Stejskal−Tanner equation264 which is given below 

𝑆(𝑔) = 𝑆(0)𝑒𝑥𝑝 ⌊−𝐷𝛾2𝛿2𝑔2(∆ − 𝛿
3⁄ )⌋     (2.29) 

where 𝑆(𝑔) and 𝑆(0) are the echo height at the gradient strength 𝑔 and 0, respectively. 𝛾 and 

𝛿 are the gyromagnetic ratio of the proton and gradient pulse length, respectively, while 𝛥 and 

D represents the duration between the two gradient pulses and diffusion coefficient, 

respectively. 

2.5. Calculation of Limit of Detection and Limit of Quantification 

(SD) = SE * √𝑛 = 9761.73        (2.30) 

where SD is the standard deviation, n is the number of data points, SE is the standard error. 

Limit of detection = (3 * SD)/slope  

Limit of quantification = (10*SD)/slope  

Here slope is the ratio of relative fluorescence intensity versus quencher concentration. 

2.6. Standard Error Limits 

Table 2.2. standard error limits for various experimental results 

Experimental Parameter Error 

λmax (abs./flu.)        ±1-2 nm 

Viscosity ±2 

τf  (> 1ns) ±5% 

Rotational Relaxation time                               ±5% 

Average solvation time ±5% 

Diffusion coefficient (through NMR) ±5% 

Diffusion coefficient (through FCS) ±5-10% 
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Abstract 

In the first part of this chapter, the differences in the microscopic behaviours in terms of 

structural organization, intra- and inter-molecular interactions, and dynamics of the solvent 

systems between DESs and RTILs containing similar functionalities (hydroxyl) have been 

investigated. For this purpose, we have employed three hydroxyl-functionalized ILs (HFILs) 

and one choline chloride-based DES (ethaline), and their microscopic behavior has been 

investigated by exploiting various spectroscopic techniques such as EPR, time-resolved 

fluorescence, NMR, and FCS studies. Estimation of polarity through EPR spectroscopy has 

revealed that the HFILs employed in these studies are hyper-polar (close to water) in nature, 

whereas the polarity of the DES is found to be close to aliphatic polyhydroxy-alcohol. 

Interestingly, both time-resolved fluorescence anisotropy and FCS studies on these systems 

have suggested that HFILs are dynamically more heterogeneous than the DES. More 

interestingly, PFG-NMR measurements have indicated that the fluid structure of ethaline is 

relatively more associated as compared to that of HFILs despite the fact that all the cations 

have the same hydroxyl functionalities. All these investigations have essentially demonstrated 

that despite having similar functionalities, the microscopic behaviour of both DES and HFILs 

employed in the present study are significantly different from each other, indicating the 

interplay of various intermolecular interactions within the constituent species in governing the 

behaviours of these solvent systems. 

 

3A.1. Introduction 

The recent upsurge interest in RTILs towards both industry and academia stems from their 

many desirable physicochemical properties.24, 29 However, non-biodegradability and toxicity 

are some of the challenging issues which are often encountered with RTILs. 107-108 In contrast 

to this, DESs have emerged as a potential substitute for both RTILs and common volatile 
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organic solvents owing to their biodegradability, biocompatibility, relatively less toxicity and 

environment-friendly nature.19-20 As both RTILs and DESs share many characteristic 

physicochemical properties, DESs are often regarded as a subclass of ILs.19-20, 106 However, 

researchers have pointed out that despite their similarities, both DESs and RTILs are by far 

different groups of substances.106-108 In RTILs, apart from some non-covalent interaction (Van 

der Waal’s interaction, dipole-dipole interaction, etc.), columbic interaction between the 

cations and anions is the dominant contributor to the structure and property of ILs.65 However, 

in case of DESs, it is believed that complex hydrogen bonding between the constituent species 

is responsible for governing the macroscopic physicochemical properties of DESs.19-20 Due to 

this, it has also been pointed out that there are much more differences than similarities between 

these two classes of systems.106-108 In this scenario, it would be interesting to know the 

comparative behavior of DES and ILs having similar functionalities (hydroxyl group) so as to 

understand whether the microscopic behaviour of these classes of solvent systems is dictated 

by hydrogen bonding interaction or other types of intermolecular interaction.  

As stated earlier many advance experimental and theoretical techniques have been 

undertaken to explore the microscopic structural organization and dynamics of DESs and 

RTILs independently.147-167 Atkins and co-workers29 have suggested that ILs have huge 

structural diversity depending on the nature of ions as well as their self-organization into ion 

pairs, ion crystal lattice, H-bonding network, and micellar domains. Fayer and co-workers31 

have also reported that the intra and intermolecular interactions in ILs have a significant impact 

on the heterogeneous microstructural organization and liquid morphology, which contribute to 

the dynamic heterogeneity of ILs. Moreover, the complex solvation process of ILs has also 

been reported by many groups, and it has been demonstrated that the multiple time scale of 

solvent relaxation phenomena is significantly affected by the heterogeneity of the medium.205-
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225 However, for DESs, assessment about the medium heterogeneity is not straightforward. For 

example, Biswas and co-workers176-178 have reported that the non-ionic DES form between the 

combination of acetamide and urea is not heterogeneous, whereas the combination of choline 

chloride /urea or acetamide/electrolyte mixtures are both spatially and dynamically 

heterogeneous. Furthermore, the DES ethaline, a mixture of choline chloride and ethylene 

glycol, is reported to be spatially homogeneous but dynamically heterogeneous.185, 265 Though 

there are few studies that describe the structural organization of some neat ILs and DESs, 

understanding of the differences in the microscopic structural organization between these two 

classes of substances still remains hazy. Therefore, it would be interesting to probe the 

differences in the microscopic behaviour between DESs and ILs in terms of the nature of 

solute-solvent interaction, intermolecular interactions, and dynamics of the solvents systems in 

a comparative manner by employing substances having similar functional moieties for both 

DESs and ILs. Studies on this aspect are expected to be helpful in understanding the structure-

property relationship for this class of substances. 

In light of the foregoing discussion, the current study focuses on understanding the 

differences in the microscopic behaviour between DES and ILs. For this purpose, a DES, 

namely ethaline (choline chloride + ethylene glycol 1:2 ratio) and three other hydroxyl group 

containing RTILs, are employed for the study. The hydroxyl functionalized ILs (HFILs) have 

been chosen purposefully so that apart from the role of the hydroxyl group, various other factors 

which account for the microscopic behaviour of both DES and ILs can be clearly understood. 

Furthermore, for a fair comparison between the DES and ILs, a cholinium ionic liquid ([N3 1 1 

2OH][NTf2]) (Chart 3A.1) consisting of propyl chain length has also been used for this study. 

The differences in the microscopic behaviour between the DES and HFILs have been 

investigated with the help of different spectroscopic techniques such as steady-state and time-
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resolved fluorescence, FCS, EPR, and NMR so that information regarding the local 

environment, solute-solvent interactions, and the dynamic of the solvent systems can be 

obtained. Especially, rotational and translational diffusion dynamics of some selected probes 

through time-resolved fluorescence anisotropy measurement and FCS techniques, respectively, 

have been used to differentiate the local environment and nature of solute-solvents interaction 

between DES and ILs. Moreover, the polarities and self-diffusion coefficients of the concerned 

solvent systems have been estimated by exploiting EPR and NMR techniques, respectively. 

All these investigations have revealed a significant difference in the microscopic behaviours 

between the HFILs and DES despite the fact that they have the same (hydroxyl) functionalities. 

This observation indicates that in addition to intermolecular hydrogen bonding interaction, the 

interplay of various other types of intermolecular interactions within the constituent species 

can also have a significant impact on governing the behaviours of these solvent systems. 

 

Chart 3A.1. Chemical Structure of the DES, HFILs and the probes used in this work. 
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3A.2. Experimental Sections 

The detail about the synthesis of different HFILs and the DES have been provided in chapter 

2. Both DES and HFILs are dried in the vacuum at 323K for 2 days so as to reduce the moisture 

contain before use. The viscosity values of all the solvents systems are almost comparable with 

previously reported literature values. The dried solvents were transferred into 2cm quartz 

cuvette and requisite amount of probe was added to prepare the solution (keeping absorbance 

below 0.3). The probes (C153, Perylene and MPTS) concentration was 5-7 µM (keeping the 

absorbance below 0.3) for steady-state and time-resolved fluorescence studies, whereas for 

FCS studies the probe concentration was 10-20 nm. All the cuvette were thoroughly sealed 

with septum and parafilm to avoid moisture intake. The details about different instrumental 

techniques (i.e., steady-state and time-resolved fluorescence, FCS, EPR, and NMR) and 

procedure for data analysis have been discussed in chapter 2. 

3A.3. Results and Discussions 

3A.3.1. Steady-State Spectral Measurements 

The steady-state absorption and emission spectra of a dipolar probe C153 in both DES and 

HFILs are provided in Figure 3A.1 The absorption and emission maxima of C153 in all the 

concerned solvents are collected in Table 3A.1. From Figure 3A.1, one can observe that there 

are hardly any differences observed in the emission or absorption spectra of C153 in DES and 

HFILs. From Table 3A.1 also, no noticeable changes in absorption or emission maxima of 

C153 are observed in all the solvent systems. So, in the current experimental condition and 

looking only at the steady state spectra, both DES and HFILs seem to be indistinguishable from 

each other, indicating a similar polar environment for both DES and HFILs. 
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Figure 3A.1. Normalized absorption (left side) and emission spectra (right side) of C153 in 

Ethaline and HFILs. 𝜆𝑒𝑥 = 405 𝑛𝑚. 

 

Table 3A.1. Absorption and Emission Maxima of C153 in various solvent systems 

System λmax(abs) (nm) λmax(ems) (nm) 

Ethaline 431 539 

[OHEMIM][NTf2] 429 538 

[OHEMPy][NTf2] 428 536 

[N3 1 1 2OH][NTf2] 428 537 

 

However, just by monitoring the absorption and emission spectra of C153 in a 

concerned solvent, it is often difficult to comprehend the medium polarity accurately. This is 

because the difference in the ground state and excited state dipole moment is not very high for 

C153 (~ 6 Debye).105, 213 Moreover, effect such as solute-solvent hydrogen bonding interaction 

is not well accounted for C153 when the polarity of a solvent is estimated through the steady-

state spectral shift of C153.105, 213  Here, we would also like to note that many previous studies 

on DESs and ILs also fail to distinguish the medium polarity completely only by observing the 

steady-state spectral properties of C153.186, 213, 242, 266 Since the polarity of the medium is often 

estimated spectroscopically by measuring the transition energy of Reichardt’s dye 30 in that 

solvent, we have also made an attempt to estimate the polarity of the media that are used in this 
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study through this method.100, 101 The absorption spectra of Reichardt’s dye 30 for the current 

solvent systems (DES and HFILs) have been provided in Figure APX3A.1. From Figure 

APX3A.1, it can be seen that the long wavelength CT band in [OHEMIM][NTf2] and 

[OHEMPy][NTf2] is missing due to which it is not possible to estimate the solvent polarity 

parameter (ET(30) and Kamlet-Taft parameter for all the solvents (Table APX3A.1). It is not 

surprising as the Reichardt’s dye 30 is found to be insoluble in many molecular liquids and 

more importantly the long wavelength CT band also remain absent in many molecular 

solvents.103 The absence of the long wavelength CT band of Reichardt’s dye 30 can be 

explained by considering the protonation of phenolate oxygen atom arising from the acidity of 

these HFILs.103 

Considering the above discussion, we have explored the utility of EPR spectroscopy as 

a valuable method to accurately measure small changes in medium polarity. This approach is 

an alternative to the methods mentioned earlier, and involves monitoring the EPR spectra of a 

free radical probe, such as 2,2,6,6-tetramethylpiperidine-1-oxyl (TEMPO), in media such as 

ILs.267-269 The nitroxide radical of TEMPO usually exists in a charge transfer (CT) structure 

and shows a triplet hyperfine structure with unequal intensities in the EPR spectra.266-268 The 

(𝑎𝑁/𝐺) value, which describes the nitrogen isotropic hyperfine coupling constant in Gauss, 

indicates the perturbations of the spin-density distribution of TEMPO in solution caused by 

electrostatic interactions and hydrogen bonding with the solvent. It has also been reported that 

the value of (𝑎𝑁/𝐺) depends on the spin density around the nitrogen atom. As the medium 

polarity increases, the stabilization of the ground state CT structure of the nitroxide radical 

increases the spin density around the nitrogen atom, resulting in an increase in (𝑎𝑁/𝐺) for 

TEMPO. Therefore, by estimating the (𝑎𝑁/𝐺) value of TEMPO in the solvents, one can obtain 

a quantitative idea of the difference in polarity between DES and HFILs. Figure 3A.2 shows 

the EPR spectra of TEMPO, along with corresponding simulated spectra, in both DES and 
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HFILs. The line shape of the EPR spectra reflects the spin relaxation process due to the 

tumbling motion of TEMPO radical, and differences in the line shape indicate variations in the 

rotational behaviour of TEMPO in these solvents.266-268 The rotational motion of TEMPO in a 

particular solvent is significantly affected by its viscosity, intermolecular hydrogen bonding 

interaction with the solvent molecule, and extent of microheterogeneity of the solvent.266-268 

Since the aforementioned properties of the concerned solvent systems are different for each 

solvent, it is reasonable to observe a difference in the line shape of the EPR spectral signal due 

to a change in the microenvironment of these solvent systems.  

 

Figure 3A.2. EPR spectra of TEMPO (Blue sphere) in DES and HFILs. Red line represents 

the corresponding simulated spectra. 

 

Here we note that for viscous and confined media like DESs and RTILs, assessment of 

𝑎𝑁/𝐺  value from the maxima of two successive hyperfine lines may lead to imprecise 

estimation of the 𝑎𝑁/𝐺 value because of spectral broadening.268 In such a scenario, the 𝑎𝑁/𝐺 

values have been estimated from the centre point of two consecutive hyperfine lines. The EPR 

spectra of TEMPO dissolved in a series of known solvents of varying polarities have also been 

recorded, and their corresponding 𝑎𝑁/𝐺 values have been estimated with the help of spectral 

data. In addition to this, the solvent polarity parameter (ET(30)) values of these known solvents 

are collected from the literature.270 Then, a calibration curve is generated by plotting the 𝑎𝑁/𝐺 

values (Y-axis) of TEMPO in these known organic solvents against their corresponding ET(30) 
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values (X-axis). The ET(30) values for various known solvents are provided in Table 3A.2. 

Figure 3A.3 represents the plot of 𝑎𝑁/𝐺 versus ET(30) for various solvent systems.  Now by 

estimating the 𝑎𝑁/𝐺 values for the unknown solvent systems and then by using the calibration 

curve, ET(30) values of the unknown solvent system are determined. 

Table 3A.2. The 𝑎𝑁/𝐺 value of TEMPO in DESs and HFILs and their estimated ET(30) values 

Solvents 𝒂𝑵/𝑮 ET(30)/kcalmol-1 

Ethaline 16.31 ± 0.012 58.6 ± 0.015 

[OHEMIM][NTf2] 16.57 ± 0.011 61.8 ± 0.017 

[OHEMPy][NTf2] 16.49 ± 0.012 60.4 ± 0.015 

[N3 1 1 2OH][NTf2] 16.52 ± 0.018 60.8 ± 0.017 

[BMIM][NTF2]
a 16.03 ± 0.019 52.5 ± 0.02 

Ethylene glycol 16.24 ± 0.017 56.3 ± 0.015 

Chloroform 14.87 ± 0.016 39.1 ± 0.018 

Acetone 15.04 ± 0.018 42.2 ± 0.015 

Ethyl alcohol 15.82 ± 0.017 51.9 ± 0.016 

 

 

Figure 3A.3. Plot of 𝑎𝑁/𝐺 vs. ET(30) values of TEMPO in both DES and HFILs. The black 

square indicates the ET(30) values corresponding to known solvents. 
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From Table 3A.2, it can be noticed that the ET(30) values of HFILs are found to be 

higher than that of ethaline, indicating that the micro-polarities of the HFILs are relatively 

higher than that of ethaline. Interestingly, the ET(30) values of all the HFILs are found to be 

close to that of water (ET(30) = 63.1 kcalmol-1).270 Deng and co-workers103, while determining 

the polarity of some non-hydroxyl and hydroxyl functionalized ILs through solvatochromic 

studies of Rechardt’s dye, have also found the unusual hyper-polarity of HFILs. Through 

computational studies, they have demonstrated that the intramolecular synergistic effect that 

exists between the hydroxyl group of the cation and the corresponding anion is primarily 

responsible for the unusual hyper-polarity of HFILs. Furthermore, Shibuya and co-workers267 

have suggested that the oxygen of ATEMPO (4-amino2,2,6,6-tetramethylpiperidine-1-oxyl) 

can interact with the C2 hydrogen of 1-butyl-3-methylimidazolium 

bis(trifluoromethanesulfonyl)imide through hydrogen bonding interaction and thereby increase 

the value of  𝑎𝑁/𝐺 and polarity of the medium. In light of these findings, in the present study, 

we can infer that in [OHEMIM][NTf2], both C2 hydrogen and the hydroxyl group can form H-

bonding interaction with anion as well as with the oxygen of nitroxide radical and thereby 

enhance the polarity of the medium to a greater extent as compared to that of other two HFILs. 

Here we would like to mention that the hyper-polarity of HFILs is one of the interesting 

findings as these functionalized ILs can be potential candidates for high polar non-acidic and 

non-aqueous media, which can be used as a substitute for water and high polar organic solvents 

in synthesis and catalysis.103 

As DES and HFILs are highly viscous media, solvation of a solute fluorophore occurs 

relatively slowly compared to common solvents such as water, DMSO, or ethanol. As a result, 

fluorescence can be observed from different unrelaxed states of the solvent around the 

fluorophore in these media. This is particularly true when the fluorescence lifetime of the 
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fluorophore is much shorter than the average solvation time in a specific solvent, allowing the 

fluorophores to exist in a state where they are not fully solvent-equilibrated.168, 196, 271 Under 

these conditions, the microenvironments around the fluorophores differ, resulting in a shift in 

the emission maxima as the wavelength of the excitation source varies. This is a very well-

known method for determining the micro-heterogeneous behaviour of a given heterogeneous 

solvent.168, 195, 196, 271 In the current studies, we have tried to explore the difference in the micro-

heterogeneous behaviour of DES and HFILs by employing excitation wavelength (λ𝑒𝑥) -

dependent shift in fluorescence maxima (𝜆𝑒𝑚
𝑚𝑎𝑥) of 2-amino-7-nitrofluorene (ANF). ANF has a 

lifetime of nearly 50 picoseconds, and it is known to exhibit a shift in 𝜆𝑒𝑚
𝑚𝑎𝑥 by increasing the 

λ𝑒𝑥 towards longer wavelength.168, 196 Upon looking at Figure 3A.4, a shift of 8 nm of 𝜆𝑒𝑚
𝑚𝑎𝑥  is 

observed in case of ethaline by increasing the λ𝑒𝑥  from 390 to 510 nm. However, the shift in 

𝜆𝑒𝑚
𝑚𝑎𝑥 is found to be more than double in case of [OHEMPy] [NTf2], indicating more spatial 

heterogeneity in the medium as compared to ethaline. Furthermore, by comparing ethaline with 

its IL analogous ([N3 1 1 2OH] [NTf2]), the observed shift in 𝜆𝑒𝑚
𝑚𝑎𝑥 is also found to be greater (15 

nm) for the latter than the former. This observation indicates that the DES under current studies 

is spatially less heterogeneous as compared to the HFILs. Here we would like to mention that 

ANF also shows a shift of 8 nm of the absorption maxima upon going from [OHEMIM][NTf2] 

to ethaline (Figure APX3A.2(a)), which is because of the difference in the medium polarity.  

However, it has been reported earlier that the extent of shift in the 𝜆𝑒𝑚
𝑚𝑎𝑥 with increase in λ𝑒𝑥  is 

not because of the shift in the 𝜆𝑚𝑎𝑥
𝑎𝑏𝑠  but arises because of the inhomogeneous broadening of the 

absorption spectra due to a distribution of the solute-solvent interaction energy in these 

confined media which is found to be more for the HFILs (FWHM=112 nm) as compared to the 

DES (FWHM= 101 nm).169, 213 Moreover, the average lifetime (𝜏𝑎𝑣𝑔) for ANF in both ethaline 

and HFILs are found to be comparable ( 𝜏𝑎𝑣𝑔 ≤ 40 𝑝𝑠) (Figure APX3A.2(b)). But the average 
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solvation time (𝜏𝑠𝑜𝑙𝑣) in these media, as reported earlier (e.g. 𝜏𝑠𝑜𝑙𝑣 =160 ps for ethaline and 

560 ps for OHEMIM)224, 272 are found to be much higher than the 𝜏𝑠𝑜𝑙𝑣 of ANF. Therefore, it 

is possible to observe fluorescence from the excited species which are not fully solvent 

equilibrated.169, 213 As shown before, the 𝜏𝑠𝑜𝑙𝑣 is estimated to be different for different solvents. 

Hence, as the average solvation time (as well as viscosity) in HFILs are much higher as 

compared to that of ethaline, it is reasonable to expect a more shift in the 𝜆𝑒𝑚
𝑚𝑎𝑥 with increase 

in the λ𝑒𝑥  for the former than the latter. Though the investigation of  λ𝑒𝑥  dependence shift in 

𝜆𝑒𝑚
𝑚𝑎𝑥 cannot provide the exact length scale at which the particles are correlated, it only provides 

a qualitative idea about the medium heterogeneity. 

 

Figure 3A.4. Plots of 𝜆𝑒𝑚
𝑚𝑎𝑥

 versus λ𝑒𝑥  of ANF at 298 K of DES and HFILs. (Experimental 

error = ± 2 nm). 

 

3A.3.2. Rotational Relaxation Dynamics  

Since DESs also differ from ILs based on their constituent materials and preparation 

method, the local structure organization of DESs could be different from that of ILs. So, to 

know more about the difference in the microscopic behaviour in terms of solute-solvent 

interactions in given micro-heterogeneous systems like DES and HFILs, rotational dynamics 
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for three probe molecules of different chemical characteristic have been investigated through 

time-resolved fluorescence anisotropy measurement.  

 

Figure 3A.5. Time-resolved fluorescence anisotropy decay for (a) C153, (b) perylene and (c) 

MPTS in DES and HFILs at 298 K.  

 

3A.3.2.1. C153: Figure 3A.5(a) represents the plot of time-resolved fluorescence anisotropy 

decay for C153 in both DES and HFILs at 298K. The data have been fitted to a single 

exponential decay function to obtain the rotational reorientation time (𝜏𝑟) of C153 in both DES 

and HFILs. The measured 𝜏𝑟 values along with viscosity at 298K to 328K are collected in 

Table 3A.3. From Figure 3A.5(a), a faster anisotropy decay of C153 in ethaline as compared 

to the HFILs is observed, owing to the lower bulk viscosity of the former than the latter. From 

Table 3A.3 also, one can find that the experimentally observed 𝜏𝑟 value of C153 in ethaline is 

relatively lower than that in the HFILs. As the temperature increases, there is a consistent 

decrease in the 𝜏𝑟  values across all solvent systems. This trend corresponds to the overall 

reduction in the bulk viscosity of the concerned medium as temperature increases (Table 3A.3). 

However, when the data is compared for ethaline and its ILs analogous, i.e. [N3 1 1 2OH][NTf2], 

it can be noticed that the 𝜏𝑟 value does not vary proportionately with the increase in the value 

of the viscosity of concerned medium. 
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Table 3A.3. Rotational relaxation parameter of different probes in both DES and HFILs 

System η (cP)/T (K) C153 Perylene MPTS 

𝜏𝑟 

(ns) 

Cobs 

(avg.) 

𝜏𝑟 

(ns) 

Cobs 

(avg.) 

𝜏𝑟 (ns) Cobs 

(avg.) 

 

 

 

 

 

Ethaline 

38.5/(298) 2.44   0.95  4.79  

30.6/(303) 1.90  0.80  4.02  

24.7/(308) 1.55 0.65 0.68 0.30 3.3 1.27 

20.5/(313) 1.27  0.57  2.84  

16.9/(318) 1.1  0.51  2.41  

14.7/(323) 0.95  0.44  2.11  

 

 

 

 

[OHEMIM][NTf2] 

72.7/(298) 4.02  1.53  7.12  

57.6/(303) 3.42  1.3  5.92  

45.5/(308) 2.85 0.61 1.07 0.25 4.95 1.06 

37.2/(313) 2.34  0.92  4.40  

30.6/(318) 1.98  0.81  3.82  

26.5/(323) 1.75  0.72  3.39  

 

 

 

 

[OHEMPy][NTf2] 

92.4/(298) 4.30  1.69  7.64  

71.8/(303) 3.60  1.39  6.45  

58.4/(308) 3.15 0.55 1.18 0.22 5.69 0.95 

47.3/(313) 2.62  0.98  5.12  

39.1/(318) 2.23  0.83  4.52  

31.4/(323) 1.83  0.76  3.72  

 

 

 

 

[N3 1 1 2OH][NTf2] 

98.5/(298) 4.76  1.81  8.91  

77.5/(303) 3.92  1.43  7.88  

63.4/(308) 3.4 0.55 1.2 0.21 7.19 1.07 

52.1/(313) 2.85  1.02  6.3  

42.3/(318) 2.32  0.9  5.28  

34.2/(323) 2.03  0.77   4.48  
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Table 3A.4. Rotational relaxation parameter of different probes in both DES and hydroxyl ILs 

at iso-viscous condition. 

System C153 Perylene MPTS 

Ethaline 2.44 0.95 4.79 

[OHEMIM][NTf2] 2.36 0.94 4.45 

[OHEMPy][NTf2] 2.20 0.81 4.47 

[OHC3CH][NTf2] 2.19 0.82 4.57 

 

 

Figure 3A.6. log-log plot of τr versus η/T of C153 (a), perylene (b) and MPTS (c) in both 

DES and HFILs. Solid orange and blue line represent the slip and stick boundary condition 

respectively. Solid black line represents linear fit to the data points. 
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For example, upon going from ethaline to [N3 1 1 2OH] [NTf2], the viscosity increases by 

nearly 2.5 times, whereas the increase in 𝜏𝑟  value is estimated to be almost 2 times. 

Additionally, we have also measured the 𝜏𝑟 value of C153 in all concerned media at iso-viscous 

condition (Table 3A.4). From Table 3A.4, one can also notice that the rotational diffusion of 

C153 in HFILs are found to be faster than that of ethaline. All these observations essentially 

indicate that C153 experiences different friction in ethaline and [N3 1 1 2OH][NTf2], and micro-

viscosity felt by C153 is different in the two media. 

To shed more light about the solute-solvent interaction in the media under study, the 𝜏𝑟 

values are analyzed by the Stokes-Einstein-Debye equation (equation 1.1)193, 232. Figure 

3A.6(a) shows the SED plot of C153 in both DES and HFILs, revealing that the 𝜏𝑟 values for 

C153 in all relevant solvent systems lie between the stick and slip boundary line predicted by 

hydrodynamic theory. A more detailed understanding about the interaction of C153 with both 

DES and HFILs can be obtained by considering the friction coefficient, Cobs value (ratio 

between the experimentally measured 𝜏𝑟  value and theoretically calculated 𝜏𝑟  value).229, 233 

Since the Cobs value is obtained by the aforementioned ratio, the value of Cobs usually depicts 

the extent of solute-solvent interaction. It is important to note that changes in temperature can 

also alter hydrogen bonding and therefore change the structure of the medium, which would 

also affect the Cobs value. Table 3A.3 indicates that the average Cobs value of C153 in ethaline 

is relatively higher than in the HFILs, suggesting that C153 experiences more friction in 

ethaline than in HFILs. Additionally, data from Table 3A.3 reveals that among the HFILs, 

C153 experiences more hindered rotation in [OHEMIM][NTf2] compared to the other two 

HFILs. Thus, in the present study, the observation of different friction coefficient for the probe 

solute in different media that are employed in the study, indicates that micro-viscosity felt by 
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the solute is different and all these results evidently reveals that the microscopic structural 

organisation of HFILs are different from each other as well as different from ethaline.  

To corroborate the above outcomes, we have fitted the 𝜏𝑟 value of C153 in all solvents 

with the temperature reduced viscosity (η/T) through a power-law relationship226-229 given by 

  𝜏𝑟 = 𝐴(
𝜂

𝑇⁄ )
𝑝
       (3A.1) 

where A and p are two constants. While this relationship is purely empirical, it is still commonly 

used in the investigation of the rotational diffusion of fluorophores in DESs and ILs. This is 

because it provides a straightforward and clear way to gain insight into the microscopic 

structural organization of a solvent system.  For homogeneous solvent, the value of the 

exponent p is considered to be close to one, and its deviation from unity reflects the departure 

from SED hydrodynamic behaviour (breakdown of SED hydrodynamic theory).273, 274 It is 

worth noting that Biswas and colleagues have demonstrated that the decoupling of rotational 

diffusion of a solute from the viscosity of the medium is due to the dynamic heterogeneity of 

the medium.175, 176, 273 They have also suggested that the greater the deviation of p from unity, 

the greater the viscosity-diffusion decoupling and the more dynamic heterogeneity there is in 

the medium. Previous studies have shown that the distribution of relaxation rates for molecules 

residing in different local environments in organized media, such as ILs, is responsible for 

dynamic heterogeneity within the medium.175-179, 203, 275 The value of A and p obtained from the 

empirical fitting have been collected in Table 3A.5. From the Table 3A.5, it can be noticed that 

for both the DES and HFILs the value of p deviates significantly from unity indicating dynamic 

heterogeneity in these classes of systems. Previously, it has been demonstrated for ILs that the 

fractional viscosity dependence of 𝜏𝑟  arises because of non-Brownian motions such as 

orientational jumps and hydrogen bond fluctuation.175-179, 203, 274,229-231, 274 Furthermore, for 

DESs also hydrogen bond fluctuation and consequent motion of the constituent particles have 
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been considered as the primary cause for the observed fractional viscosity dependence of 𝜏𝑟 in 

DESs.185, 186, 242, 273 In light of this, the fractional viscosity dependence of 𝜏𝑟 for the current 

solvent systems can also be rationalized by considering the fluctuation of hydrogen bonding 

network and the inertia-driven motion which is different from normal Brownian motions. 

Table 3A.5. Parameters A and p obtain from the fits of log <𝜏𝑟> vs log <η/T> 

System C153 Perylene MPTS 

A p A p A p 

Ethaline 

 

14.4 ± 

0.81 

0.88 ± 

0.01 

4.37 ± 

0.38 

0.74 ± 

0.04 

23.4 ± 

1.15 

0.78 ± 

0.02 

[OHEMIM][NTf2] 12.5 ± 

0.79 

0.77 ± 

0.02 

4.07 ± 

0.42 

0.70 ± 

0.02 

17.8 ± 

1.03 

0.66 ± 

0.03 

[OHEMPy][NTf2] 10.2 ± 

0.69 

0.73 ± 

0.01 

3.89 ± 

0.36 

0.71 ± 

0.01 

15.5 ± 

0.97 

0.60 ± 

0.02 

[N3 1 1 2OH][NTf2] 10.8 ± 

0.73 

0.75 

±0.01 

3.98 ± 

0.31 

0.73 ± 

0.02 

17.8 ± 

1.02 

0.60 

±0.03  

 

3A.3.2.2. Perylene: As stated earlier, perylene being apolar, tends to locate itself in the apolar 

region of a medium and become helpful in probing the apolar domain of the medium.233 The 

time-resolved anisotropy decay of perylene (Figure 3A.5(b)) in all the solvents under study is 

found to be much faster as compared to the other two probes (C153 and MPTS). This indicates 

that perylene does not experience any strong solute-solvent interaction like MPTS (vide infra). 

From Table 3A.3, we can see that at any particular temperature, 𝜏𝑟 value of perylene in ethaline 

is smaller than that in HFILs because of the low viscosity of the former than the latter. Using 

SED theory and analyzing the log-log plot of 𝜏𝑟  versus (η/T) (Figure 3A. 6(b)), one can notice 

that the 𝜏𝑟  values of [N3 1 1 2OH][NTf2] lie more close to the slip line, indicating relatively faster 

rotation of the solute in the HFILs. This observation is also evident from the estimated Cobs 

value for perylene, where the Cobs value of perylene are found to be low for HFILs (0.19) than 
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that found in DES (0.26). Moreover, the p values (Table 3A.5) obtained from the empirical 

relation (equation 3A.1) for perylene in both DES and ILs are found to be almost comparable 

(0.75-0.70). This is because of the fact that perylene does not involve itself in any strong solute-

solvent interaction or specific hydrogen bonding interaction with the concerned solvents, and 

hence similar extent of dynamic heterogeneity is experienced by perylene in these two classes 

of solvent systems.233, 276  

3A.3.2.3. MPTS: The polar ionic region of the medium is monitored by using MPTS as the 

probe solute as it locates itself in the polar ionic region of a given medium.233 The time-resolved 

fluorescence anisotropy decay of MPTS (Figure 3A.5(c)) is found to be much slower than that 

of the other two solute probes (perylene and C153). This indicates that MPTS moves to the 

compact region, which is the ionic region of the medium.233 Moreover, it has been shown 

previously for ILs that since MPTS has hydrogen bond acceptors such as the sulphite group 

(SO3
-), it can participate in hydrogen bonding interaction with the acidic hydrogen of the ILs. 

Similarly, in the present study also, it can be expected that sulphite group of MPTS can involve 

in hydrogen bonding interaction with the hydroxyl group of both DES and HFILs as well as 

with the HBD of the ethaline.  From Table 3A.3, we can see that at 298 K the  𝜏𝑟 value for 

MPTS is nearly 5 times higher as compared to the same for perylene in DES and HFILs. This 

hindered rotation of MPTS in these media indicates that solute-solvent interaction is 

significantly strong for MPTS in all these media than that for perylene. Analysis of the data in 

light of SED theory also reveals that the 𝜏𝑟 value of MPTS in both DES and HFILs lies close 

to the stick line and thereby indicating hindered rotation of MPTS in these media. Interestingly, 

upon a closer look at the log-log plot of 𝜏𝑟  versus (η/T) (Figure 3A.6(c)), one can see that the 

rotational motion of MPTS in DES is the slowest as compared to that in HFILs, and thus the 

𝜏𝑟  values for MPTS in DES found to lie completely above the stick line. This behaviour is 
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generally called as super-stick behaviour in hydrodynamic terminology.230, 233 This super-stick 

behaviour can also visualize by looking at the Cobs value (Table 3A.3) of MPTS in these media. 

Previously, the super-stick behaviour of MPTS in self-organized media like ILs have been 

rationalized by considering the solute-solvent specific hydrogen bonding interaction.185, 230, 233 

Furthermore, it has also been reported that the hindered rotation of charged solutes in DESs is 

caused due to the hydrogen bonding interaction between the charged solute and the constituent 

of DESs.185, 186  Considering these facts, it can be concluded that the hydrogen bonding 

interaction of MPTS with the DES and HFILs is primarily responsible for the hindered rotation 

of the solute in the respective media. Furthermore, the p value (Table 3A.5) obtained from the 

empirical relation (equation 3A.1) is found to be much lower for the DES (0.78) as compared 

to the HFILs (0.60). This observation indicates that HFILs are dynamically more 

heterogeneous as compared to the DES. The difference in the extent of dynamic heterogeneity 

between DES and HFILs in the present study perhaps also indicates the different rates of 

relaxation of the hydrogen bond fluctuation for the solute-solvent or solvent-solvent 

intermolecular interactions.203, 239  

3A.3.3. FCS Studies 

FCS is a highly sensitive single molecule detection techniques which is employed for the 

studies of different dynamical processes such as molecular translational diffusion, 

conformation fluctuations, reaction kinetics, blinking dynamics, etc.257, 258 In the present 

investigation, FCS studies have also been performed to get a better understanding of probes 

diffusion dynamics and intermolecular solute-solvent interaction at a single molecular level. 

Figure 3A.7 represents the fluorescence correlation decay curves (G(τ)) of C153 and MPTS in 

ethaline medium. The data have been fitted through both single component diffusion model 

(equation 2.24) as well as anomalous diffusion model262 (equation 2.26). However, looking at 
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the fit residual (as well as reduced χ2), the anomalous diffusion model was found to fit the data 

(Figure 3A.7(a)) in a much better way as compared to single component diffusion model 

(Figure APX3A.3). The normalized FCS decay curve of C153 and MPTS have been provided 

in Figure 3A.7(c) & 8(f) respectively. The anomalous diffusion model fitting for C153 and 

MPTS in other HFILs are provided in the Figure APX 3A.3. The stretching exponent β, 

obtained from the anomalous diffusion model represents the extent of deviation from single 

component diffusion model and gives the broad distribution of diffusion time (𝜏𝐷) of the probe 

molecules. The translational diffusion coefficients (𝐷𝑡) as well as the stretching exponent β of 

the probes in their respective solvent system estimated from equation 2.25 & 2.26 are collected 

in Table 3A.6.  

 

Figure 3A.7. Plot of G(τ) vs time for C153 (a, b) and MPTS (d, e) in ethaline fitted through 

anomalous diffusion model. (c) and (f) are the normalized FCS decay curve for C153 and 

MPTS respectively in both DES and HFILs.  
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Table 3A.6. Estimated translational diffusion coefficient (𝐷𝑡) along with β value of C153 and 

MPTS in both DES and HFILs. 

Systems C153 MPTS 

𝐷𝑡 (𝜇𝑚2/𝑠) β 𝐷𝑡 (𝜇𝑚2/𝑠) β 

Ethaline 24.8 ± 2.7 0.88 ± 0.02 10.0 ± 1.2 0.90 ± 0.03 

[OHEMIM] [NTf2] 15.0 ± 1.8 0.84 ± 0.03 7.07 ± 0.9 0.85 ± 0.04 

[OHEMPy] [NTf2] 13.4 ± 1.6 0.83 ± 0.03 6.48 ± 0.8 0.85 ± 0.03 

[N3 1 1 2OH] [NTf2] 12.3 ± 1.7 0.85 ± 0.02 6.23 ± 0.8 0.86 ± 0.02 

 

 From Table 3A.6, one can notice that the diffusion coefficient (𝐷𝑡) of C153 is found to 

be much faster in ethaline as compared to that in [N3 1 1 2OH] [NTf2] due to the fact that the 

medium viscosity of the former is lower than the later. Furthermore, the 𝐷𝑡 value of the neutral 

solute C153 in a particular medium is found to be much faster than that of the ionic solute 

MPTS (Table 3A.6). For example, the 𝐷𝑡 value of C153 (24.8 𝜇𝑚2/𝑠) in [N3 1 1 2OH] [NTf2] is 

estimated to be nearly 2 times larger than the same for MPTS (6.23 𝜇𝑚2/𝑠) in [N3 1 1 2OH] 

[NTf2]. This suggests that MPTS (with its sulphite group) can interact more strongly with the 

HFILs as compared to the same that can be observed for neutral C153. More interestingly, for 

the DES Ethaline, 𝐷𝑡 value of C153 is found to be ~ 2.5 times higher than that for MPTS. This 

indicates that frictional resistance to the translational diffusion of MPTS in ethaline is relatively 

more than the same for MPTS in HFILs. Moreover, among the HFILs, negligible differences 

in the 𝐷𝑡 value of both probe molecules are observed in case of both [OHEMPy][NTf2] and 

[N3 1 1 2OH][NTf2]. However, for [OHEMIM][NTf2], even though the viscosity is found to be 

lower as compared to the other two HFILs, the 𝐷𝑡 value of MPTS remains almost same in all 

the HFILs. This is further evident from the hydrodynamic radius (Table APX3A.2.) estimated 

for the solutes through FCS studies. This observation is also suggestive of the fact that the 
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extent of solute-solvent interaction in [OHEMIM][NTf2] is relatively stronger as compared to 

that in the other two HFILs. Essentially all these results that are obtained from the translational 

diffusion dynamics of probe solutes in both DES and HFILs nicely corroborate with the results 

obtained from time-resolved anisotropy studies. 

 Apart from the translational diffusion coefficient, another parameter obtained from the 

fitting of FCS traces is the stretching exponent β, whose values are found to lie between 0.9 to 

0.85 for both probes in all the solvent systems under study. The β value (which is well below 

unity) indicates that the diffusion dynamics of the solute molecule in these media are diverse 

in nature in terms of their translational diffusion time.185, 262 It has been well documented that 

for viscous heterogeneous media like DES and RTILs, the mean square displacement (MSD) 

of the solute molecule does not follow the normal Brownian diffusion (β = 1), instead follows 

a sub-diffusive behaviour, 〈𝑟(𝜏)2〉 𝛼 𝜏𝛽  (where β <1).262 As for conventional homogeneous 

solvents, the diffusion of these solute molecules follows a single component diffusion model 

(β = 1), the deviation of β value from unity indicates the presence of dynamic heterogeneity in 

all these media.185-187, 262 In the current study, as can be seen, the value of β deviates more for 

HFILs (e.g., β = 0.83 for C153 in [OHEMPy][NTf2]) as compared to the DES (β = 0.88 for 

C153 in ethaline) indicating more dynamic heterogeneity in the HFILs as compared to the DES, 

which is also consistent with the result obtained from the time-resolved anisotropy 

measurements. 

3A.3.4. PFG-NMR Studies 

The differences in the microstructural organisation between DES and HFILs are further 

investigated by the PFG-NMR technique.  In the present study, the value of translational 

diffusion coefficient (D) for both DES and HFILs have been estimated in the temperature range 

298 K-323 K. The cationic part of both DES and HFILs have been monitored exclusively 
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during the measurement and the measured D values of both DES and ILs have been collected 

in Table 3A.7. From  

Table 3A.7. Estimated translational diffusion coefficient (D × 10-11 m2/s) of the cationic 

species of both DES and hydroxyl ILs as well as HBD of the DES 

Temperature 

(K) 

[Choline+]/EGa [OHEMIM+] [OHEMPy+] [OHC3CH+] 

298 2.32/3.43 1.72 1.34 1.43 

303 2.94/4.24 2.26 1.73 1.83 

308 3.57/5.32 2.88 2.16 2.3 

313 4.36/6.44 3.6 2.64 2.84 

318 5.12/7.80 4.42 3.23 3.53 

323 6.3/8.92 5.32 3.83 4.35 

 

 

Figure 3A.8. (a) Temperature dependent variation of the self-diffusion coefficients of DES 

and HFILs, (b) D vs T/η plot of DES and HFILs. The value of slope (in JK-1m-1) for different 

solvents have been shown in the legends, (c) hydrodynamic radii of cationic species calculated 

through SE equation. 
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From Figure 3A.8(a), a gradual increase in the D value with rise in temperature for all 

concerned systems can be observed. This observation can be attributed to the lowering of the 

viscosity of the medium upon increase in temperature. Moreover, one can observe from Table 

3A.7 that the mobility of the choline cation of the DES at any particular temperature is the 

fastest compared to the same for the cationic component of all the HFILs. This behaviour is 

also consistent with the viscosity of these medium (Table 3A.3). In ethaline, one can also 

noticed that the D value of the HBD (i.e., ethylene glycol) is more as compared the choline 

cation indicating its higher mobility. This is because of the smaller size of the former than the 

latter. However, upon careful inspection it can be noticed that, upon going from ethaline to its 

ILs analogues [N3 1 1 2OH][NTf2], the increase in viscosity is observed to be more than two 

times(~2.5 times), whereas the decrease in D value is estimated to be less than two times(~1.75 

times). This dipropionate change of D value with bulk viscosity clearly reveals that bulk 

viscosity is not the sole factor in governing the mobility of cation of both DES and HFILs. 

To have a deeper insight into this behaviour, the NMR data have been analysed in light 

of famous Stokes-Einstein equation by following equation277 

 𝐷 =
𝑘𝑇

6𝜋𝜂𝑟
      (3A.2)   

where k is the Boltzmann constant, T is the absolute temperature, η is the viscosity f the 

medium and 𝑟 is the hydrodynamic radius. By plotting D against T/η, the slope for (= 𝑘 6𝜋𝑟⁄ ) 

for both DES and HFILs is calculated. The slope being inversely proportional to hydrodynamic 

radii of the cations, a steeper slope represents larger hydrodynamic radius. From Figure 

3A.8(b), the order of slopes for various diffusing species are estimated to be (Ch+)> 

[OHEMPy+] > [OHEMIM+]> [N3 1 1 2OH
 +]. The steepest slope for choline cation of the DES 

suggest that the hydrodynamic radius of DES is larger as compared to HFILs.  Further, to 

support our observation, we have also calculated the hydrodynamic radii (r) of the cationic 
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species of all the concerned solvents through the SE equation at different temperature and the 

data have been provided in Figure 3A.8(c). From Figure 3A.8(c), one can also noticed the 

larger hydrodynamic radius of Choline cation (2.44 Å) as compared to that of the cationic 

species of HFILs (1.75-1.55 Å). It is pertinent to mention in this context that D’Agostino et 

al.164 while working on choline chloride based DESs reported a larger hydrodynamic radius for 

choline cation in ethaline medium. Moreover, in a separate work, they have also reported 

significant association between the HBD and the hydroxyl group of choline cation in anhydrous 

condition.163 Later on, Ludwig and coworkers278 have also reported that significant cation-

cation interaction takes place in hydroxyl containing ILs as compared to that in non-HFILs 

despite of the cation-cation repulsion. Moreover, the effect of cation-cation interaction on the 

hydrodynamic radii of hydroxyl containing ILs have also been studied by different group279 as 

well as by Sarkar and co-workers280 independently. It is interesting to note that in the present 

study despite of the fact that the HFILs can involve in intermolecular cation-cation H-bonding 

interaction, their hydrodynamic radii are found to be smaller as compared to that of ethaline. 

This observation probably indicates that because of the cation-cation repulsion, the 

intermolecular cation-cation interaction mediated by H-bonding interaction is somewhat 

weaker as compared to that of the intermolecular H-bonding interaction between the 

constituents of ethaline DES. As a result, the structure of ethaline is more associated in nature 

compared to that of hydroxyl-functionalized ILs, which makes the hydrodynamic radii of the 

former relatively larger than that of the latter.  

3A.4. Conclusion 

The present study has been undertaken basically to understand the differences in the behaviour 

in terms of intermolecular interactions, dynamics and structures between DES and RTILs .For 

this purpose, a choline chloride-based DES (ethaline) and three hydroxyl functionalized ionic 
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liquid have been employed so that apart from the hydrogen bonding interactions, role of various 

other type of intermolecular interaction among the constituent species of the solvent systems 

in governing their behaviours are understood. All these investigations have unravelled several 

interesting findings. Excitation wavelength-dependent emission have indicated that the HFILs 

employed in these studies are spatially more heterogeneous as compared to ethaline. EPR 

spectral measurements have revealed that the polarity of HFILs employed in this study are 

significantly high, whereas polarity of ethaline is found to be close to that of aliphatic poly-

hydroxy alcohols. This hyper-polarity of HFILs has been rationalized by considering the 

intramolecular synergistic effect that exist between the hydroxyl group of cations and the 

corresponding anion. Investigation of rotational and translational diffusion dynamics of 

selected probes have indicated that the extent of solute-solvent interaction is relatively higher 

in DES in comparison to that in HFILs. Interestingly, diffusions studies have revealed that 

decoupling of solute dynamics from the medium viscosity is found to be more for HFILs than 

that for ethaline, indicating the extent of dynamic heterogeneity is more in HFILs as compared 

to that for ethaline. Measurements and analysis of self-diffusion coefficient through NMR have 

suggested that ethaline have larger hydrodynamic radius as compared to the HFILs indicating 

more associated structure in ethaline. Essentially, all the results obtained from these 

investigations have demonstrated that despite having similar functional moieties, different 

intra/intermolecular interaction (such as solute-solvent interaction, specific hydrogen bonding 

interaction, coulombic interaction etc.) operating at microscopic level are considerably 

different between DES and HFILs. This further highlight that all these interactions and 

energetics lead to a distribution of relaxation rate as well as spatial rearrangement which are 

different for DES and HFILs and are primarily responsible for observing the difference in the 

micro-heterogeneous behaviour between DES and HFILs. These differences in intermolecular 

interactions and micro-heterogeneous behaviour are manifested on the structure-property 
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relationship for these solvent systems. Hence, outcomes of the present study have revealed that 

consideration of DESs as a subclass of ILs may not be appropriate and DESs should be treated 

as a special class of solvent systems having its own identity. 

 

3A.5. Appendix 

 

Figure APX3A.1. (a) Electronic absorption spectra of Reichardt’s dye 30 in all the concerned 

solvent systems, (b) Normalized electronic absorption spectra of Reichardt’s dye 30 showing 

the shift in 𝜆𝑚𝑎𝑥
𝑎𝑏𝑠 , (c) Normalized electronic absorption spectra of 4-nitroaniline and (d) N,N-

dimethyl-4-nitroaniline dye showing the shift in 𝜆𝑚𝑎𝑥
𝑎𝑏𝑠 . 

Table APX3A.1. ET (30) and Kamlet-Taft parameters of concerned solvent systems 

Systems ET (30)/ kcal mol-1 𝝅∗ α β 

[N4 1 1 1][NTf2] 57.78 1.19 0.84 0.45 

[N4 1 1 2OH][NTf2] 60.19 1.13 1.05 0.25 
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Figure APX3A.2. (a) Normalized absorbance spectra of 2-amino-7-nitrofluorene (ANF) in all 

the concerned solvent systems. (b) Femto-second fluorescence up-conversion decay plot of 

ANF in all the concerned solvent systems. 

 

Figure APX3A.3. Plot of G(τ) vs time for C153 (a, b) and MPTS (c, d) in ethaline. Plot (a) 

and (c) are fitted through anomalous diffusion model while plot (b) and (d) fitted through 

single-component diffusion model. 

 

(b) (a) 

(a) (b) 

(c) (d) 
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Figure APX3A.4. Plot of G(τ) vs time for C153 (a, b) and MPTS (c, d) in different HFILs 

fitted through anomalous diffusion model. 

Table APX3A.2. Estimated hydrodynamic radii (𝑟𝐻 in nm) of C153 and MPTS calculated from 

FCS studies 

Systems  C153  MPTS 

Ethaline 0.23 ± 0.02 0.57 ± 0.04 

[OHEMIM][NTf2] 0.20 ± 0.02 0.43 ± 0.03 

[OHEMPy][NTf2] 0.18 ± 0.02 0.37 ± 0.03 

[N3 1 1 2OH][NTf2] 0.18 ± 0.03 0.36 ± 0.03 

 

 

 

 

 

(a) C153 (b) C153 

(c) MPTS (d) MPTS 
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Abstract 

The second part of the chapter aims to provide a comprehensive understanding of the 

differences in solvent relaxation behavior between DESs and RTILs. For this purpose, the 

dynamics of solvation have been investigated with the same sets of DESs and HFILs as used 

in the previous part of the chapter. The FLUPS technique, coupled with the TCSPC technique, 

has been employed to study the complete Stokes shift dynamics of a dipolar probe, coumarin 

153 (C153), dissolved in these media. The solvent response functions generated from the 

dynamic Stokes shift data have revealed a bimodal solvent relaxation behavior, with a very fast 

sub-picosecond and a relatively slower picosecond to sub-nanosecond solvation time 

component for both DES and HFILs. The relatively slower solvation time component, which 

correlates with the bulk viscosity of the concerned medium, is found to arise due to the 

diffusional motion of the constituents of both DES and HFILs. Interestingly, temperature-

dependent solvent relaxation measurements have revealed that at iso-viscous conditions, the 

solvent relaxation is much faster in the DES as compared to that in HFILs, indicating 

differences in solvent relaxation behavior at the later part of the solvent response. More 

interestingly, when the early part of the dynamics was monitored, the amplitude associated 

with the ultrafast component for the DES increased significantly with an increase in 

temperature, whereas it remained almost unchanged for the HFIL. This indicates that even at 

shorter timescales, the process of solvent relaxation is considerably different for both DES and 

HFILs. Overall, these investigations have demonstrated that despite having similar 

functionalities, the different motions related to the solvent relaxations, operating at the 

microscopic level, in both these classes of solvents are significantly different from each other. 
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3B.1. Introduction 

In the past decade, both deep eutectic solvents (DESs) and room temperature ionic liquids 

(RILs) have gathered considerable attention from the research communities because of their 

potential use in diverse fields such as chemical, biological, and material science.16, 19-20, 126-145 

Both DESs and RTILs share many appealing features, such as high chemical and thermal 

stability, nonflammability, high conductivity, wide liquid range, and a good solubilizing 

capacity of a number of organic and inorganic compounds.19-20,16, 29 These unique properties of 

both DESs and RTILs make them attractive for a range of applications, including as solvents 

and reaction media.126-146 Specifically, both DESs and RTILs have found applications as 

alternative reaction media to traditional organic solvents in various chemical reactions, 

including catalytic reactions, oxidation reactions, and enzymatic reactions, among others.126-

135 They have been found to offer many advantages, such as higher product yields, better 

selectivity, and the ability to carry out reactions under mild conditions. It is well known that 

the chemical reactivity of a solute/reactant in a particular medium is intricately related to the 

dynamics of solvation of the medium where the solute is dissolved.197, 198 Therefore, 

understanding the dynamics of solvation of DESs and RTILs becomes very critical for 

assessing their suitability as reaction media for various chemical reactions. 

Solvation dynamics is a fundamental characteristic of liquid-phase dynamics, and it 

refers to the time-dependent response of solvent molecules towards the perturbation in the 

solute at a molecular level.197-200 Particularly, dynamics of solvation has profound influence on 

charge transfer reaction such as electron and proton transfer reactions and other photochemical 

reactions. Apart from this, studies of solvation dynamics can provide valuable information 

about the fluid characteristics of these systems, such as hydrogen bonding, polarity, dielectric 

response, polarizability, molecular shape and size, etc.197-215 Therefore, understanding solvent 
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dynamics is crucial for obtaining information about the kinetics and inter-relationship between 

the rates of various reactions, such as electron transfer reactions and photochemical reactions, 

and the rate of solvation in the solvent medium.197-200 It is important to note that while DESs 

are often considered a subtype of ILs due to their similar physicochemical properties, they have 

different constituents with distinct chemical natures that can influence the chemical reactivity 

of solutes in different ways. Additionally, the intra and intermolecular interactions in DESs and 

RTILs are significantly different. For example, electrostatic interactions between an organic 

cation and inorganic/organic anion primarily govern the behaviour of ILs, while a complex 

hydrogen bonding network between the hydrogen bond acceptor and donor controls the 

structure-property relationships in DESs.19-20,16,29 Therefore, even though DESs and RTILs 

may behave somewhat similarly, their molecular-level dynamics and solvation behaviours can 

differ significantly from each other. Therefore, to better understand the relationship between 

solvation dynamics and the prevailing intra/intermolecular interactions in these media, it would 

be worthwhile to investigate the solvent relaxation behaviour of both DESs and ILs containing 

similar functionalities, such as hydroxyl groups. 

Though the dynamic of solvation is extensively studied in RTILs, very little is known 

about the issue in DESs despite their significant usage in various synthetic applications.205-215, 

175, 177, 179, 182-184 In fact, dynamically, DESs and RTILs may not necessarily behave in a similar 

fashion even though both classes of solvents have many common physicochemical properties. 

Moreover, apart from several studies where broadband fluorescence up-conversion (100 fs 

resolution) technique has been used to study the ultrafast solvation dynamics in RTILs, most 

of these studies of solvation dynamics are primarily based on TCSPC techniques, where the 

early part of the solvent dynamics was missed due to the limited time resolution of the 

instrument.20-215 Besides this, ultrafast solvation dynamics studies in DESs are elusive. It is 
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also worth noting that while calculating the amplitude of missing components in DESs and 

RTILs, the estimation of time zero frequency through Fee and Maroncelli221 method may lead 

to erroneous outcomes because of the difference in the density between the reference solvent 

and the solvent of particular interest. Thus, to avoid this, it is always better to capture the 

complete Stokes shift dynamics of the solvent by employing a sub-picosecond time resolution 

fluorescence up-conversion technique along with pico-second time-resolved fluorescence 

measurement. Additionally, we note here that the dependence of the ultrafast solvation 

component on temperature has not been studied extensively. Considering all these discussions, 

it is expected that studies on sub-picosecond solvation dynamics on DESs and RTILs having 

similar chemical functionalities will not only help to understand the difference in their 

dynamical behavior, if any, but also be useful to explore these media for carrying out various 

chemical reactions. 

Keeping in mind the above issues, the present work aims to provide a comprehensive 

understanding about the difference in the solvation behaviour of DESs and RTILs. To address 

this issue, a DES, namely ethaline and three other HFILs (Chart 3A.1.) are employed for the 

study. The hydroxyl group based ILs have been selected decisively so that apart from the role 

of hydroxyl group, various other factor which account for the solvent relaxation process can be 

gleaned. To investigate the difference in solvent response between these two classes of 

substances, TDDSS of a dipolar probe C153 is measured by combining the TCSPC technique 

(85 ps resolution) with the FLUPs (250 fs resolution) technique. Additionally, we have also 

investigated the temperature-dependent solvation relaxation behaviours in both DES and 

HFILs through combination of both these techniques. All these investigations have revealed a 

significant difference in the solvent relaxation behaviour between these two classes of media 

despite the fact that they have same (hydroxyl) functionalities. The outcomes of this 
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investigation are expected to advance our understanding of the mechanism of solvation 

dynamics in both DESs and RTILs, which can aid in the development of new reaction media 

with customized properties. 

3B.2. Experimental Sections 

The detail about the synthesis of different HFILs and the DES have been provided in chapter 

2. The dried solvents were transferred into 2cm quartz cuvette and requisite amount of probe 

was added to prepare the solution (keeping absorbance below 0.3 for TCSPC measurements 

and 1.5 for FLUPS measurements). All the cuvette were thoroughly sealed with septum and 

parafilm to avoid moisture intake. The details about different instrumental techniques such as 

steady-state absorption and fluorescence, time-resolved fluorescence (TCSPC and FLUPs), 

and the procedure for data analysis have been discussed in chapter 2. 

3B.3. Results and Discussions 

3B.3.1. Steady-State Measurements and Solvation Energy 

Prior to the investigation of the difference in solvent response between DES and HFILs 

to the excited state of the dipolar probe C153, the energy difference between the 𝑆0 ↔ 𝑆1 states 

of C153 in both classes of solvents was estimated using steady-state absorption and emission 

spectra (Figure 3A.1). Two static solvation characteristics such as the solvation free energy 

difference (∆𝑠𝑜𝑙𝑣𝐺) which provides an idea about the difference in the solvation free energy of 

the 𝑆0 and 𝑆1 state of C153 while the solvent reorganization energy (𝜆𝑠𝑜𝑙𝑣) which depict the 

solvent contribution to the nuclear reorganization energy accompanying the 𝑆0 ↔ 𝑆1 transition 

have been estimated by following equations199 

∆𝑠𝑜𝑙𝑣𝐺 =
1

2
ℎ[𝜈𝑎𝑏𝑠 + 𝜈∞] − ∆𝐺0    (3B.1) 

𝜆𝑠𝑜𝑙𝑣 =
1

2
ℎ[𝜈0 − 𝜈∞]      (3B.2) 
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where 𝜈𝑎𝑏𝑠 , 𝜈0  and 𝜈∞  represents the frequency (in cm-1) of the absorption maxima, “time 

zero” emission maxima, and emission maxima of solvent equilibrated state of C153, 

respectively. The time zero emission peak frequency (𝜈0) represents the emission immediately 

after excitation, before any solvent relaxation takes place, and this is calculated by following 

the procedure given by Fee and Maroncelli221, whereas the 𝜈∞ value has been estimated from 

the time-resolved fluorescence measurements (vide infra). The gas phase free energy difference 

(∆𝐺0) for C153, which is close to 296 kJ mol-1, has been taken from the literature report.199, 217  

Table 3B.1. Steady state absorption and emission maxima, ∆𝑠𝑜𝑙𝑣𝐺 a and 𝜆𝑠𝑜𝑙𝑣
a of C153 in 

various solvent systems used in this study 

System 𝝂𝒂𝒃𝒔  

(103 cm-1) 

𝝂𝒆𝒎𝒔  

(103 cm-1) 

𝝂𝟎  

(103 cm-1) 

𝝂∞  

(103 cm-1) 

−∆𝒔𝒐𝒍𝒗𝑮 

kJ mol-1 

𝝀𝒔𝒐𝒍𝒗 

kJ mol-1 

 Ethaline 23.20 18.55 20.20 18.39 47.24 10.82 

[OHEMIM][NTf2] 23.31 18.59 20.29 18.45 46.22 11.01 

[OHEMPy][NTf2] 23.35 18.66 20.33 18.46 45.92 11.19 

[N3 1 1 2OH][NTf2] 23.36 18.62 20.34 18.47 45.81 11.19 

aExperimental error = ± 5% 

The estimated ∆𝑠𝑜𝑙𝑣𝐺  and 𝜆𝑠𝑜𝑙𝑣  for C153 in all the concerned solvent systems are 

collected in Table 3B.1. From Table 3B.1, it can be observed that both ∆𝑠𝑜𝑙𝑣𝐺 and 𝜆𝑠𝑜𝑙𝑣 for 

C153 in both DES and HFILs are found to be comparable with previously reported values in 

DESs and RTILs.187, 199, 217 Additionally, both of these parameters are found to lie within the 

narrow range of 47.2-45.8 kJ mol-1 and 10.66-9.98 kJ mol-1, respectively, indicating a similar 

kind of solvation energetics in both DES and HFILs. This observation is also supported by the 

fact that the steady-state spectral properties of C153 are almost similar in both DES and HFILs. 

Moreover, it has also been reported by Jin et al.199 that the 𝑆0 ↔ 𝑆1 transition of C153 is more 

sensitive to the nonspecific polar interaction while it is very less sensitive to the specific 
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hydrogen bonding interaction. In view of all these arguments, it can be rationalized that by 

considering the energetics of solvation of the 𝑆0 ↔ 𝑆1 transition of C153, it is difficult to 

distinguish the difference in the solvent response of both DES and HFILs towards the excited 

state of C153.  

3B.3.2. Ultrafast Solvation Dynamics 

To study the ultrafast solvation response of both DES and HFILs, the TDDSS of C153 

in all the concerned solvents are recorded at several wavelengths at 10 nm intervals across the 

entire fluorescence spectrum of C153.198 Representative fluorescence decay curves for C153 

at three different wavelength in ethaline and [N3 1 1 2OH][NTf2]  measured through both FLUPS 

and TCSPC techniques are provided in Figure 3B.1. From Figure 3B.1, one can notice the 

wavelength-dependent change in fluorescence intensity decay for C153 in these solvents, 

where a faster monotonous decay at shorter wavelength and a slow rise followed by decay at 

longer wavelength have been observed which also indicates the process of solvation.197-210 

These fluorescence decay curves are then fitted to a multiexponential decay function (equation 

2.7) independently to extract the time constant and their respective contribution.  

After this, TRES plots are constructed with the help of the steady-state emission 

intensity and the fitting parameters obtained from the fluorescence decay curves by following 

a standard protocol.198-200 The details about the construction of TRES plots are provided in 

chapter 2. The TRES plots up to 100 pico-second are reconstructed from the FLUPS data, while 

the rest are constructed from the TCSPC data. Here, we note that similar procedure has also 

been used by other researchers while constructing the TRES plots for RTILs and DESs.187, 217 

Figure 3B.2 display the TRES plots of C153 in ethaline and [N3 1 1 2OH][NTf2] at 298 K at 7-8 

distinct time intervals (for the rest of the solvent, the TRES plots are provided in the Appendix, 

Figure APX3B.1).  From Figure 3B.2, a time-dependent red shift of the emission maxima of 
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C153 in both classes of solvent systems has been observed. This observation essentially 

indicates the solvent-mediated relaxation around the excited state of the solute molecule, which 

ultimately lowers the energy of the emitting state of C153.198-210  

 

Figure 3B.1. Fluorescence decay profiles of C153 (𝜆𝑒𝑥 = 405 nm) at 298 K in Ethaline (a, c) 

and N3 1 1 2OH (b, d) measured through FLUPS (upper panel) and TCSPC (lower panel) 

techniques respectively. The inset values show the monitoring wavelength. The solid black line 

represents the multiexponential fit to the data points.  

(a) 
(b

) 

(c

) 

(d) 
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Figure 3B.2. Normalized TRES plot at different time interval for (a) ethaline and (b) [N3 1 1 

2OH][NTf2]. Solid line represents the log-normal line shape fitting of the corresponding data. 

 

Following this, the time evolution of the peak frequencies ν(t) has been obtained by 

fitting the TRES plots at various time intervals through a log-normal line shape function 

(equation 2.12). The estimated peak frequencies at “time zero” (𝜈0
𝑜𝑏𝑠) and the fully solvent 

equilibrated frequencies (𝜈∞
𝑒𝑠𝑡) of C153 in all the concerned solvent systems obtained from the 

fitting have been collected in Table 3B.2. Apart from the peak frequencies, a marginal increase 

in the γ value (-0.32 to -0.22) with the increase in time has been observed which indicates that 

the TRES plots are becoming more symmetric with time.23-25 Similarly, the other parameter Δ 

(fwhm) shows a steady decrease with the increase in time. Previous reports have demonstrated 

that the time-dependent change in spectral width reflects a combination of effects due to both 

changes in solvation state as well as to vibrational relaxation.23-25 However, to monitor the 

solvent response, we have primarily focused on the time evolution of peak frequencies, as done 

in the earlier literature reports. The observed 𝜈0
𝑜𝑏𝑠  as well as 𝜈∞

𝑒𝑠𝑡 values of C153 are found to 

be almost identical (Table 3B.2) in all the HFILs, whereas the same value is found to be a little 

less for ethaline medium. However, the total magnitude of dynamic Stokes shifts 

(∆𝜈 = 𝜈0
𝑜𝑏𝑠 − 𝜈∞

𝑒𝑠𝑡) are found to be almost comparable in both DES and HFILs. It is also 
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pertinent to mention here that the total observed dynamics Stokes shifts estimated for both DES 

and HFILs through the combination of FLUPS and TCSPC techniques are closely parallel to 

the previously reported values for DESs and ionic liquids.182-184, 187, 217 Another important 

aspect of the time-dependent solvent response of both classes of solvent systems that need to 

be addressed is the amount of missing component. Here, it is important to note that the values 

of ∆𝜈 in ethaline and HFILs measured by the TCSPC technique alone are found to be nearly 

900-1000 cm-1, and the amplitude of the missing component is estimated to be nearly 40-50 % 

of the total dynamics. Kim and co-workers224 while working on the solvation response of 

choline chloride-based DESs, have also reported less than 1000 cm-1 of total dynamic Stokes 

shift. It is to be noted here that the missing solvation component is estimated by following Fee 

and Maroncelli method.221 In this method, the time zero frequency (i.e., solute emission 

frequency immediately after laser excitation) is usually calculated by subtracting the steady 

states Stokes shift of the dipolar probe in a reference non-polar solvent from the steady state 

absorption spectrum of the same probe in the desired polar solvent under investigation. 

However, this method becomes less accurate when the densities of both polar and non-polar 

reference solvents differ appreciably from each other.183, 221 In the present study, the difference 

in density between the reference non-polar solvent (say cyclohexane, density = 0.79 g/cm3) and 

DESs/RTILs (say [OHEMIM][NTf2], density = 1.58 g/cm3) is significantly high. Thus, it is 

expected that the estimation of time zero frequency, as well as the missing components through 

this method, becomes more erroneous. Therefore, with the help of the FLUPS technique having 

sub-picosecond temporal resolution, almost entire solvent response can be fully characterized. 

This is supported by the fact that estimated ∆𝜈 values, in the present study, for both the DES 

and HFILs are found to be much larger (1770- 1680 cm-1) with almost negligible missing 

components (1-2%) as compared to that estimated through only TCSPC techniques. Here, we 

would like to point out that the amount of total dynamical Stokes shift obtained in the current 
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investigation is consistent with earlier literature findings that recorded the entire solvent 

response for DESs and RTILs. All these observations essentially indicate that almost complete 

solvent response of both DES and HFILs to the excited state of C153 have been captured in 

the present study with the help of both these techniques. 

Table 3B.2. Solvent relaxation parameters of both DESs and HFILs at 298K 

Systems η 

(cP) 

𝜶𝟏 𝝉𝟏 

(ps) 

𝜶𝟐 𝝉𝟐 

(ps) 

𝜷 𝝉𝐬𝐭 

(ps) 

𝝂𝟎
𝒐𝒃𝒔(103 

cm-1) 

𝝂∞
𝒆𝒔𝒕(103 

cm-1) 

∆𝝂(103 

cm-1) 

% 

Missed 

Ethaline 38.8 0.23 0.36 0.77 112 0.64 158 20.07 18.39 1.68 2.00 

OHEMIM 72.7 0.18 0.44 0.82 273 0.56 439 20.17 18.45 1.72 2.00 

OHEMPy 92.4 0.17 0.48 0.83 321 0.52 556 20.23 18.46 1.77 1.00 

[N3 1 1 2OH] 98.5 0.19 0.50 0.81 360 0.56 579 20.20 18.47 1.73 1.00 

 

Hereafter, the peak frequencies obtained from the log-normal fitting of TRES are used 

for the calculation of the normalized spectral shift correlation function (C(t)) by following 

equation 2.13. The plots of C(t) against t (time) for all the solvent systems at 298 K are provided 

in Figure 3B.3. Here, it is important to mention that while constructing the plots of C(t) against 

t (time), there is a mismatch of peak frequencies between the time range 100-600 ps calculated 

by FLUPS and TCSPC methods. However, this observation is not unusual, and similar kind of 

discrepancy between these two techniques has also been reported by various research groups 

while working on the solvation dynamics of C153 in RTILs and DESs.187, 217 In the present 

study, the mismatch between these two techniques is resolved by applying a literature method 

as suggested by Maroncelli and coworkers.217 From Figure 3B.3, one can notice that almost 

20-25 % solvent relaxation have been completed within 500fs for both DES and HFILs. In this 

context, we note that Zhang et al.,217 as well as Chowdhury et al.,201 while working on RTILs 
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independently, have also reported almost 30% solvent relaxation within 300 fs. These 

observations essentially indicate the presence of a very fast (ultrafast) solvation component in 

the solvent-mediated relaxation process of C153 in the excited state. 

 

Figure 3B.3. Spectral shift correlation function C(t) decay with time for C153 in (a) ethaline 

(b)[OHEMIM][NTf2] (c) [OHEMPy][NTf2] (d) [N3 1 1 2OH][NTf2] at 298K. The solid line 

represents fit to the data point. 

 

To get further information regarding the solvent relaxation phenomena as well as to 

quantitatively characterized the time evolving peak frequencies, the plots of C(t) versus t are 

fitted to a sum of single exponential as well as a stretched exponential function by following 

equation 2.16. Moreover, the integral time associated with the stretched solvation time 

component is also estimated by following equation 2.15. Here it is worth mentioning that the 

plot of C(t) versus t for both DES and HFILs measured through TCSPC techniques only shows 

a biphasic solvation characteristic with an ultrafast component of picosecond time scale and a 
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relatively slow component of sub-nano to nanosecond time scale.224, 281, 282 Kim and co-

workers224 have also reported similar biphasic solvation behaviour in choline chloride-based 

DESs. However, the C(t) versus time plots generated by the data obtained from combined 

TCSPC and FLUPS measurements do not provide a reasonable biexponential fit to the data, 

whereas it gives a better fit when the data is fitted by equation 2.16. While different reasons 

for the physical origin of this behaviour have been provided by different research groups, the 

fitting of the solvent relaxation data by equation 2.16 is found to be suitable in almost all 

cases.187, 217, 283 This issue has been rationalized by considering the fact that the early part of 

the solvent response, which is missed due to the broader temporal resolution of the TCSPC 

setup, is well accounted by equation 2.16.187, 217, 282 

The fit parameters obtained from the fitting of the C(t) versus time plots through 

equation 2.16 have been summarized in Table 3B.2. From Table 3B.2, one can notice that for 

both DES and HFILs, there are two distinct solvation time components, a small amplitude 

ultrafast time component of sub-picosecond time scale (0.33-0.52 ps) and a relatively slower 

time component (110-360 ps) associated with a larger amplitude. Similar kind of values for the 

ultrafast component as well as for the slower component have been reported by different groups 

while studying the complete solvent response in different types of DESs and RTILs of 

comparable viscosity.182, 183, 187, 217 Here, one can notice that the relatively longer time 

component is associated with a stretched exponent (β) whose values lie below unity (0.64-0.52) 

for both DES and HFILs indicating the broad distribution of the slower relaxation time 

component. Previously it has been suggested that for heterogeneous media like DESs and 

RTILs, the deviation of the value of β from unity arises because of the heterogeneous 

diffusional motions, which is different from the classical hydrodynamic motions of the 

constituent ions and the extent of deviation of β value from unity correlates with the extent of 

medium heterogeneity.187, 217 In light of the above discussions, in the present scenario also, the 
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observation of the deviation of β value from unity for both DES and HFILs can be rationalized 

by considering the micro-heterogeneous nature of these media. Furthermore, the departure of 

β value from unity is found to be almost similar for all the HFILs (β = 0.52-0.56) while the 

same is found to deviate less from unity (β = 0.64) for the DES, indicating a larger distribution 

of the slower time component for the HFILs as compared to that for DES. This observation 

essentially indicates that the HFILs are relatively more micro-heterogeneous in nature than that 

of the DES (ethaline). In this context, we would like to note that the observation of larger 

micro-heterogeneous nature of HFILs is consistent with our previous observations284, where 

microheterogeneity of these concerned media are probed by rotational dynamics, FCS and 

PFG-NMR studies (Chapter 3A). 

Another important feature of solvent relaxation behaviour that needs to be understood 

is the dependence of the integral time of the slower component (𝜏𝑠𝑡) on the solvent viscosity. 

Previous studies of solvation dynamics on DESs and RTILs have suggested that the value of 

𝜏𝑠𝑡 represents the average solvation time of the concerned medium, and the values strongly 

correlate with the viscosity of the medium.187, 217 From the plot of 𝜏𝑠𝑡 versus viscosity (Figure 

3B.4), it can be seen that the values of 𝜏𝑠𝑡 is directly proportional to the bulk viscosities of the 

media. Therefore, this observation suggests that the slower component of the solvent relaxation 

process is associated with diffusional motion of the constituents of the concerned solvent. 

Keeping in mind the outcome of the solvent dynamics in supercooled liquid, the slower 

component of the solvent response can be linked to bulk structural reorganization.175-177, 182, 183, 

187, 217 Interestingly, it has been found that upon going from ethaline to [N3 1 1 2OH][NTf2], even 

though the change in bulk viscosity is nearly 2.5 times, the change in 𝜏𝑠𝑡 value is found to be 

more than 3.5 times. This observation indicates that the solvent relaxation is much faster in 

ethaline as compared to that in HFILs. This difference in the solvent response occurring at a 

slower time scale essentially indicates that the mechanism of solvent relaxations operating at 
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the microscopic level are significantly different for DES and HFILs despite the fact that both 

these systems contain similar hydroxyl functional groups. Now when we consider the initial 

rapid solvent relaxation, it can be seen that the time constants of the ultrafast component as 

well as the amplitude (Table 3B.2 and Figure 3B.4 (b)) associated with it are almost comparable 

in both DES and HFILs. Therefore, just by looking at the ultrafast solvation time component 

values, at this stage, it is difficult to conjecture any difference in the initial solvent response 

between DES and RTILs, and thus further studies are required to through more light on these 

issues. 

 

Figure 3B.4. Variation of (a) long time and (b) short time component against the bulk viscosity 

of the solvents at 298 K. 

Before hypothesizing about the origin of the ultrafast as well as the multiple solvation 

time components in confined media like DESs and RTILs, we would like to note that the 

solvent responses of these media are much more complex and are fundamentally different from 

conventional polar solvents.197-210 In case of ordinary polar solvents, reorientation of the 

solvent’s dipoles around the excited state of solute molecules is primarily responsible for the 

solvent relaxation process, whereas for RTILs the individual motions of ions, as well as 

collective motions of the constituent ions, are responsible for the solvent relaxation behaviour. 
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Maroncelli and co-workers203-205, through fluorescence up-conversion measurements, have 

demonstrated that for imidazolium-based ILs, the small amplitude motion of the planar 

imidazolium cation in the close vicinity of the probe is responsible for the ultrafast solvation 

component, whereas the slow component is strongly related to the bulk viscosity the solvent. 

However, later on, the author pointed out that the inertial motion of the cation and/or anion is 

primarily responsible for the ultrafast solvent response.217 On the other hand, Petrich and Co-

workers201, 285, through both experimental and theoretical calculation, have demonstrated that 

for imidazolium-based RTILs, the polarizability of the cationic moiety close to the solute probe 

leads to the initial rapid solvation relaxation. Furthermore, Biswas and co-workers208, 209, 

through both dielectric relaxation measurement and theoretical calculation, have also suggested 

that the imidazolium cation is polarizable and dipolar rotation of the imidazolium cation can 

also contribute significantly to the early parts of the solvent response. Contrary to the above 

arguments, Kobark210, 211, with the help of molecular dynamics simulation, has suggested that 

the speculation of cation or anion dynamics to the initial solvent response is oversimplified and 

collective motion of cation and anion contributes significantly as cation-anion correlation 

begins to occur within 200fs. Samanta and co-workers214, 281, through experimental studies, 

have also provided a similar kind of explanation for the initial rapid solvent relaxation process. 

The biphasic nature of solvent relaxations, as observed in RTILs, forms the basis of the 

mechanism to describe the solvent response in DESs. Biswas and co-workers177, 178, while 

working on acetamide-based DESs, reported that the collective low-frequency modes 

involving intermolecular vibration and liberation motions of the hydrogen bonding network 

led to the initial fast solvent response, while the orientational solvent density fluctuation is 

responsible for the observed slow components. Moreover, Cui et al.,286 through molecular 

dynamics simulation and ab initio calculations, have suggested that the in-place motion of the 

choline cation, such as rotations and/or translation motion without involving any centre of the 
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mass movement, contributes significantly to the initial ultrafast solvation component. 

Additionally, Reuter et al.,287 through dielectric relaxation measurement, have shown that the 

solvation relaxation of the choline chloride-based DESs involves significant dipolar 

reorientational motions, which may contribute to the initial solvent response. Considering all 

the above discussions, one can realize that the solvent reorganization in DES and RTILs is 

quite complex, and assigning a particular molecular motion to the time component 

corresponding to initial rapid solvent response for both DES and HFILs is rather a challenging 

task. Thus, further studies based on dielectric relaxation measurements, temperature-dependent 

ultrafast solvation dynamics etc., are expected to help in understanding the difference of the 

solvent response corresponding to the initial part of the solvent relaxation in both classes of the 

solvent systems. 

3B.3.3. Temperature-Dependent Ultrafast Solvation Dynamics 

To get further information about the differences in the ultrafast as well as the total 

solvation response between DES and HFILs, temperature-dependent solvation dynamics of 

C153 in ethaline and [N3 1 1 2OH][NTf2] have been carried out in the temperature range of 298 

K-328  K. The corresponding TRES plot of C153 in ethaline and [N3 1 1 2OH][NTf2] at different 

temperatures are provided in the Appendix (Figure APX3B.2 and Figure APX3B.3). The C(t) 

versus time plots generated after fitting the TRES plots of C153 in both media are shown in 

Figure 3B.5. From Figure 3B.5, it can be seen that with the increase in temperature, the solvent 

relaxation process becomes faster in both media. Interestingly, upon a closer look at Figure 

3B.5, it can be noticed that with the increase in temperature, the solvent relaxation for ethaline 

is found to be much faster as compared to the same for [N3 1 1 2OH][NTf2]. For example, for 

ethaline at 298 K, nearly 20% of the total solvation response is found to be completed within 

400 fs, whereas at a relatively higher temperature (328K), nearly 40% of the total solvent 

response is found to be completed. On the contrary, for [N3 1 1 2OH][NTf2], the total solvation 
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response that is completed within 400 fs is found to be almost similar (~20%) at lower (298K) 

as well as at elevated temperature (328K). These observations are indicative of the fact that the 

process of solvent relaxation events in both of these media are significantly different from each 

other. 

 

Figure 3B.5. Spectral shift correlation function C(t) decay with time for C153 in ethaline and 

[N3 1 1 2OH][NTf2] at different temperature. The solid line represents fit to the data point. 

Table 3B.3. Solvent relaxation parameters and viscosity of both DESs and HFILs at 298K-

328K 

Systems Temperature 

(K) 

η (cP) 𝜶𝟏 𝝉𝟏 

(ps) 

𝜶𝟐 𝝉𝟐 

(ps) 

𝜷 𝝉𝐬𝐭 (ps) 

Ethaline 298 38.8 0.23 0.36 0.77 112 0.64 158 

 308 24.7 0.29 0.34 0.71 74 0.67 98 

 
318 16.7 0.36 0.35 0.64 53 0.69 74 

 
328 12.3 0.41 0.34 0.59 40 0.72 49 

[N3 1 1 2OH] 298 98.5 0.19 0.50 0.81 360 0.56 579 

 308 63.4 0.21 0.50 0.79 255 0.56 410 

 318 42.7 0.21 0.48 0.79 195 0.57 310 

 328 29.3 0.22 0.49 0.78 141 0.59 217 
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To get more in-depth information about the mechanism solvation in DES and HFILs, 

the data corresponding to C(t) versus time plots at several temperatures are fitted through 

equation 2.16 and the fitted parameter are collected in Table 3B.3. From Table 3B.3, it can be 

observed that for both the media, the integral time associated with the slower components (𝜏st) 

decrease considerably with increase in temperature indicating a faster solvent relaxation event 

in both classes of solvents. This decrease in the values of 𝜏𝑠𝑡 are consistent with the decrease 

in the bulk viscosity of the medium. This observation further supports the fact that the slower 

component of the solvent response, which represents the bulk structural reorganization, is 

directly related to the medium viscosity. Interestingly, upon a careful inspection of the data, 

one can notice that at 318 K, the viscosity (42.7 cP) of [N3 1 1 2OH][NTf2] medium is almost 

comparable with the viscosity of ethaline medium (38.8 cP) at 298 K. However, the 𝜏𝑠𝑡 value 

of [N3 1 1 2OH][NTf2] medium is estimated to be almost twice the value of 𝜏𝑠𝑡  in ethaline 

medium. This finding further corroborates with our earlier observation, where a faster solvent 

response for the DES as compared to the HFILs has been observed. Furthermore, from Table 

3B.3, it can be found that the 𝜏st value does not vary proportionately with the solvent viscosity 

of [N3 1 1 2OH][NTf2], whereas the 𝜏st values more or less follow with the solvent viscosity of 

ethaline. For example, upon going from 298 K to 328 K, the lowering of viscosity of [N3 1 1 

2OH][NTf2] is more than 3 times, while the value of 𝜏𝑠𝑡  decrease only by ~2.5 times. To 

understand the dependence of 𝜏st  value with the medium viscosity, the 𝜏st  values for both 

ethaline and [N3 1 1 2OH][NTf2] are fitted with an empirical relation which is given by175-182 

𝜏𝑠𝑡  𝛼 (
𝜂

𝑇⁄ )
𝑝
     (3B.3) 

where 𝑝  is a constant whose value is close to one for ordinary homogeneous solvents. 

However, deviation of 𝑝 value from unity indicates the departure of the diffusional motion 

from the classical hydrodynamic motion. This may be due to the non-hydrodynamic centre of 
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mass movement of the constituents of the solvent, such as orientational jumps, angle jumps 

etc.175-185 Biswas and co-workers175-179 have previously demonstrated that deviation of 𝑝 value 

from unity essentially indicates the dynamic heterogeneity of a medium. The log-log plots of 

𝜏𝑠𝑡 versus 
𝜂

𝑇⁄  are provided in Figure 3B.6. The fitting of the data shows that 𝑝 value is less 

than one in both DES and HFILs. This fractional dependence of 𝜏𝑠𝑡 with viscosity shows that 

both these media are dynamically heterogeneous. Furthermore, a larger departure of 𝑝 value 

from unity in [N3 1 1 2OH][NTf2] (𝑝 = 0.75) as compared to the same for ethaline medium (𝑝 =

0.91) has also been observed, which essentially indicates that though both the media are 

dynamically heterogeneous, the extent of dynamic heterogeneity is more for the HFILs as 

compared to the DES. Here it is also important to note that though the value 𝑝 is found to be 

relatively higher as compared to the β value, nevertheless both these exponents exhibit a similar 

trend upon going from ethaline to the HFILs, indicating larger dynamic heterogeneity in the 

latter than the former. 

 

Figure 3B.6. (a) log-log plot of 𝜏𝑠𝑡 versus 
𝜂

𝑇⁄ . The solid line represents fit to the data point. 

(b) amplitude associated with the sub-picosecond component versus temperature. 

Now when we focus on the initial part of ultrafast solvent relaxation for both media, it 

can be seen that with the increase in temperature, the ultrafast time component remains constant 



Chapter 3B 

 

124 | P a g e  
 

(with uncertainties of 6-8%) even though the viscosities of both the media change significantly. 

This observation clearly indicates that the ultrafast time components of these media are 

independent of the bulk viscosity of the medium. It is to be noted here that Sen and co-

workers184, in a separate work, have also found similar behaviour in acetamide-urea-based 

DES. Through transient absorption spectroscopy and femtosecond optical Kerr effect (OKE) 

spectroscopy, they have suggested that the ultrafast time component is totally independent of 

the solvent viscosity and the low-frequency collective modes of the solvent involving 

intermolecular vibration and liberation motion are responsible for the observed ultrafast solvent 

relaxation. Another important aspect of the ultrafast solvation component is the amplitude 

associated with the sub-picosecond time constants. Here it is pertinent to mention here that 

Maroncelli and co-workers217 while working on RTILs, have suggested that for imidazolium 

and pyrrolidinium-based RTILs, the amplitude of the ultrafast component is inversely related 

to the alkyl chain length of the cationic moiety. Later on, taking a similar path, Saddam et al.187 

while working on alkylammonium-based DESs, have reported that with the increase in the 

alkyl chain length of the HBA, the amplitude of the ultrafast component decreases 

considerably. Thus, these studies have pointed out that the length of the alkyl chain of the 

cation of both DESs and RTILs is an important factor in controlling the amplitude of the 

ultrafast solvation component. Since the alkyl chain length, as well as the cationic radii (0.3-

0.33 nm)284 of both DES and HFILs, are approximately the same, the amplitudes associated 

with the ultrafast solvation components (Table 3B.2) at 298 K are found to be almost 

comparable for all the concerned media. Interestingly, with the increase in temperature from 

298 K to 328 K, the amplitude of the ultrafast component for ethaline medium is found to 

increase by nearly two times (Figure 3B.6), whereas the same is found to be nearly independent 

of temperature for [N3 1 1 2OH][NTf2]. This observation undoubtedly indicates that even at 

ultrafast time scales, different motions related to the relaxation process in DES and HFILs are 
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considerably different from each other. Since numerous experimental and simulation studies208-

210, 214, 217, 286 have suggested that various fast local motions, without involving the movement 

of the centre of mass of the constituents of DESs and RTILs, such as dipolar rotation, vibration, 

libration, translation, etc., are responsible for the observed ultrafast relaxation process, it is 

really a challenging task to assign which particular motion is accountable for the observed 

difference in the ultrafast relaxation behaviour. Nevertheless, the presence of extensive 

hydrogen bonding network in ethaline medium, which is highly temperature dependent173, 174, 

176, 184, 185 might have caused a larger change in the amplitude associated with the ultrafast 

relaxation component for ethaline as compared to the same for [N3 1 1 2OH][NTf2]. Considering 

this, various collective modes involving the intermolecular hydrogen bonding network, 

position, and orientations of the constituent of the DES present in the close vicinity of the solute 

contribute to the initial solvent response in DES, whereas the local motion of the cation and 

anion of the HFILs in the first solvation shell contributes to the initial solvent response in 

HFILs. However, this observation which ascertained some difference in the ultrafast relaxation 

behaviour between DES and HFILs warrants further rigorous validation by both experimental 

and theoretical methods.  

3B.4. Conclusion 

In the present work, we have tried to understand the difference in the solvent relaxation 

behaviour between DES and RTILs, if any, by employing TDDSS measurement technique at 

both picosecond and femtosecond time resolution. For this purpose, FLUPS (fs) technique have 

been combined with TCSPC spectroscopy (ps) technique in order to capture the complete 

solvent dynamics of a choline chloride-based DES and three hydroxyls functionalized RTILs, 

so that role of various intra/intermolecular interaction on the solvent relaxation behaviour can 

be understood. All these investigations have revealed several interesting findings. The 
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estimations of static solvation energetics for the 𝑆0 ↔ 𝑆1 transition of C153 have indicated a 

similar polar environment experienced by C153 in both DES and HFILs. Interestingly, the 

solvent response functions generated from the complete Stokes shift dynamics measurements 

have revealed a bimodal solvent relaxation behaviour, consisting of a very fast sub-picosecond 

solvation time component and a broadly distributed relatively slower pico- second to sub-

nanosecond solvation time component for both DESs and RTILs. The broadly distributed 

slower time component, which correlates with the medium viscosity, is found to arise due to 

the heterogeneous diffusional motion of the constituents of DES and RTILs. However, studies 

of temperature-dependent solvation dynamics have suggested that at nearly iso-viscous 

conditions, the solvent relaxation for ethaline is much faster as compared to the same for [N3 1 

1 2OH][NTf2]. This observation indicates that various non-hydrodynamics diffusional motions 

responsible for solvent relaxation at a slower time scale are significantly different for both DES 

and HFILs. Additionally, pronounced fractional viscosity dependence of slower solvation time 

component for [N3 1 1 2OH][NTf2] as compared to the same for ethaline has also indicated the 

appreciable difference in the solvent relaxation behaviour between DES and HFILs at slower 

solvation time scale. More interestingly, while monitoring the initial solvation response, even 

though the sub-picosecond solvation time component is observed to remain same for both 

ethaline and [N3 1 1 2OH][NTf2]. However, the amplitude associated with the sub-picosecond 

solvation time component for ethaline was found to change significantly at elevated 

temperatures, whereas the same for [N3 1 1 2OH][NTf2] was found to be unchanged. This 

observation indicates that even at sub-picosecond time scales, various fast local motions (such 

as rotation, vibration, libration, translation, etc., without involving the movement of centre of 

mass of the constituents) at the immediate vicinity of the solute, responsible for initial solvent 

relaxation, are considerably different for DES and HFILs. Essentially, all the results obtained 

from these investigations have demonstrated that despite having similar functional moieties, 
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different motions related to the solvent relaxations for DES and HFILs are significantly 

different from each other. This further highlight that various inter/intramolecular interactions, 

including hydrogen bonding interaction, greatly influence the dynamical behaviour in DESs 

and RTILs. The outcome of the present study is expected to be helpful not only for 

understanding the solute reactivity in these media but also for utilizing both DESs and RTILs 

as potential media for carrying out targeted chemical reactions, in particular electron transfer 

reactions. 

 

3B.5. Appendix 

 

 

Figure APX3B.1. Normalized TRES plot at different time interval for (a) [OHEMIM][NTf2] 

and (b) [OHEMPy][NTf2].  
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Figure APX3B.2. Normalized TRES plot at different time interval for Ethaline at different 

temperature. 

 

Figure APX3B.3. Normalized TRES plot at different time interval for [N3 1 1 2OH][NTf2] at 

different temperatures
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Abstract 

This chapter aims to understand how the number of hydroxyl groups on the cationic head of 

ammonium-based room temperature ionic liquids (RTILs) affects the inter- and intra-molecular 

hydrogen bonding interaction, local structural organization, and dynamics of the solvent 

systems. For this purpose, three hydroxyl functionalized ammonium-based RTILs (HFILs) 

bearing different numbers of hydroxyl groups on the cationic head, as well as a non-hydroxyl 

ammonium-based RTIL, have been examined using both ensembled average and single-

molecule spectroscopy techniques. Investigation of solvent relaxation dynamics of all the 

concerned RTILs by the combination of FLUPS and TCSPC techniques have revealed a 

bimodal solvent relaxation behaviour having a very fast sub-picosecond and a relatively slower 

picosecond to nanosecond solvation time component for all the RTILs. Interestingly, analysis 

of the rotational and translational diffusion dynamics of a few particular solutes have indicated 

that the solvent–solvent interaction in the poly-hydroxyl-based HFILs is substantially stronger 

than the solute–solvent interaction. Additionally, analysis of the rotational diffusion data has 

also suggested that all RTILs exhibit significant dynamic heterogeneity, which increases with 

increase in the number of hydroxyl groups on the cationic head of HFILs. Moreover, PFG-

NMR study has shown that the HFILs have considerably greater hydrodynamic radii than the 

non-hydroxyl RTILs, which is likely due to the result of stronger hydrogen bonding interaction 

between the hydroxyl groups and the constituent of the HFILs. The outcomes of all these 

investigations have essentially demonstrated that the subsequent addition of hydroxyl 

functionalities to the cationic head of the RTILs significantly alters the intra/intermolecular 

interactions, local structural organization, and heterogeneity of the medium. 

 

 



Chapter 4 

 

131 | P a g e  
 

4.1. Introduction 

In recent years, the development of room-temperature ionic liquids (RTILs) has gained 

momentum as their properties can be customized to aid chemical processes ranging from 

chemical synthesis to material and biological sciences.126-127,29, 31, 126 The tunability of RTILs 

has become a focus of intense research for the design and development of various task-specific 

ILs as per the need of the end users.31, 48, 90 In general, task-specific ILs can be fine-tuned in 

two ways, either by using alkyl side chains of varying length as nonpolar moieties attached to 

the ionic core of a given molecular ion or by adding various functional groups to the side chains 

and/or to the ionic cores.48, 251, 288, 289 The latter approach, in particular, has been proposed to 

be a game changer for the development and application of functionalized ILs as an alternative 

media to conventional organic solvents.23, 28, 29, 31, 48, 90 Additionally, by adding a hydroxyl 

group to the cationic head of an RTIL, it is possible to create ILs with an expanded 

electrochemical window, improved hydrophilicity and enzyme activity, higher viscosities, and 

thermal stability and superior media for solubilizing inorganic and organic salts.103, 251 These 

aforementioned properties can be tailored further by changing the position and number of 

hydroxyl functionalities on the cationic head of the RTILs.251 However, the molecular origin 

of such attractive properties of hydroxyl functionalized ionic liquids (HFILs) is still unclear 

due to limited literature reports on the same issue. Therefore, understanding the intra/inter 

molecular hydrogen bonding interaction, local structural organization and dynamics of the 

solvent systems at the molecular level, and their role in governing structure-property relations, 

is very important and a prerequisite to the design of a suitable ionic liquid for a given 

application.  

Despite the fact that HFILs have rose to prominence more than a decade ago, most of 

these studies are basically devoted to the applications of these media in various fields.126, 290, 
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291 However, relatively few investigations are conducted to comprehend the microscopic 

behaviour of HFILs. Samanta and co-workers281 have investigated the solvation and rotational 

dynamics of some selected solutes in hydroxyl functionalized imidazolium-based RTILs and 

observed that the solute-solvent interaction in the HFILs hindered the rotation of the ionic 

solute. In a separate study, Dutt et al.227 have examined the rotational dynamics of a neutral 

and a charged probe in methylimidazolium-based ILs with and without hydroxyl 

functionalization, and they have observed that both probes rotated more slowly in the former 

than the latter. Recently, Deng and colleagues103 have looked into the polarity of several HFILs, 

and they have demonstrated that HFILs have an unusually high degree of polarity. Besides this, 

some theoretical works on HFILs have also been reported by some other researchers.292-297 In 

their study of the self-assembly of cations in aqueous solutions of HFILs, Palchowdhury and 

Bhargava have reported that the cation self-aggregates from quasispherical aggregates to 

intercalated aggregates as the alkyl chain length on the cation increases.293 Furthermore, 

Ludwig and Co-workers have done extensive theoretical investigations on HFILs to understand 

the impact of intermolecular hydrogen bonding on the structure-property relationship.294-297 

Through neutron scattering, infrared spectroscopic techniques, and MD simulation studies, 

they have reported that cation-cation intermolecular hydrogen bonding interaction can lead to 

cationic cluster formation, which in turn influences the glass formation and crystallization of 

these ILs.294-297  

From the above discussion, it can be understood that not much is known about the 

microscopic behaviour of HFILs. Moreover, the local structural organization and solvent 

dynamics of HFILs bearing two or more hydroxyl groups (poly-hydroxyl ILs) are rather 

unexplored. It is to be noted here that the interplay of various intra/intermolecular interactions, 

such as columbic interaction, hydrogen bonding interaction, and dispersion forces between 
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alkyl chains, have a strong bearing on the local structure organization and dynamics of the 

RTILs.29, 31 It is also commonly accepted that this local structural organization has a 

considerable influence on the heterogeneity of the medium.31 Therefore, studies on the 

influence of intermolecular hydrogen bonding interaction on the medium heterogeneity and 

local structure organisation of homologous sequences of HFILs with varying numbers of 

hydroxyl groups could prove to be vital. Considering this, studies on the dynamics of the solute 

and solvent in HFILs can be very helpful in identifying correlations between the structure and 

dynamics of these media. In addition to this, it is necessary to comprehend the impact of 

interionic interaction on the timescale of solvent organization in such reaction media when 

developing a solvent to carry out a certain reaction and produce the required product.  

Keeping the above discussion in mind, the current study focuses on the understanding 

of the microscopic behaviour in terms of nature of intra/intermolecular interaction, microscopic 

structural organisation and dynamics of some hydroxyl functionalized ammonium-based 

RTILs. In order to accomplish this, ammonium-based RTILs bearing different number (1 to 3) 

of hydroxyl groups (N-(2-hydroxyethyl)-N,N-dimethylbutan-1-aminium 

bis(trifluoromethanesulfonyl)imide, [N4 1 1 2OH][NTf2]; N,N-bis(2-hydroxyethyl)-N-

methylbutan-1-aminium bis(trifluoromethanesulfonyl)imide, [N4 1 2OH 2OH][NTf2] and N,N,N-

tris(2-hydroxyethyl)butan-1-aminium bis(trifluoromethanesulfonyl)imide, [N4 2OH 2OH 

2OH][NTf2], Chart 4.1) on the cationic head of the RTILs are synthesized and employed in the 

study. Additionally, a non-hydroxyl ammonium-based RTIL, N,N,N-trimethylbutan-1-

aminium bis(trifluoromethanesulfonyl)imide, [N4 1 1 1][NTf2], Chart 4.1) has also been used in 

the experiment to gain a better understanding of the impact hydroxyl groups on the microscopic 

behaviour of the HFILs. Different spectroscopic methods, including steady-state and time-

resolved fluorescence, FCS, and NMR have been used to investigate the microscopic behaviour 
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of both non-hydroxyl and hydroxyl ILs so that a clearer picture on the local environment, 

solute-solvent interaction, and dynamic of the solvent systems can be obtained. Especially, 

ultrafast solvent relaxation process of all the concerned RTILs to the excited state of C153 has 

been investigated with the help of TCSPC and FLUPS techniques. The differences in the local 

environment and the nature of solute-solvent interaction among the concerned RTILs have also 

been identified using rotational and translational diffusion dynamics of some chosen probes by 

time-resolved fluorescence anisotropy measurement and FCS methods, respectively. 

Furthermore, by utilising NMR methods, the self-diffusion coefficients of the relevant solvent 

systems have been determined. All the present investigations have demonstrated that presence 

of hydroxyl group significantly influence the structure and dynamics of the HFILs. 

4.2. Experimental Sections 

The detail about the synthesis of different HFILs (Chart 4.1) used in this study have been 

provided in chapter 2. All the RTILs are dried in the vacuum at 323K for 2 days so as to reduce 

the moisture contain before use. The dried solvents were transferred into 2cm quartz cuvette 

and requisite amount of probe was added to prepare the solution. For solvation dynamics study 

the concentration of the probe (C153) was kept at ~ 7 µM (keeping absorbance below 0.3) for 

both steady-state and TCSPC measurement and 60-65 µM  (keeping absorbance below 1.5) for 

femtosecond up-conversion measurement. Moreover, the probes (Perylene and MPTS) 

concentration were 5-7 µM (keeping the absorbance below 0.3) for rotational dynamics studies, 

whereas for FCS studies the probe (Perylene, MPTS) concentration was 10-20 nm. All the 

cuvette were thoroughly sealed with septum and parafilm to avoid moisture intake. 
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Chart 4.1. Chemical structure of different RTILs used in this study. 

4.3. Results and Discussions 

4.3.1. Steady-State Spectral Measurements 

Before studying the difference in the microscopic behaviour of the non-hydroxyl and hydroxyl 

ILs, the steady-state absorption and emission spectra of C153 have been recorded in all the 

concerned RTILs. Figure 4.1 display the steady-state absorption and emission spectra of C153 

in the desired solvents, while the corresponding maxima are collected in Table 4.1. From Figure 

4.1, it can be noticed that with the increase in the number of hydroxyl groups in the cationic 

head, a continuous shift in the absorption maxima has been observed in the concerned RTILs. 

For example, a 12 nm (Table 4.1) of shift in absorption maxima have been observed upon going 

from [N4 1 1 1][NTf2] to [N4 1 1 2OH] [NTf2]. Similarly, there is also a 13 nm of shift in the emission 

maxima upon going from [N4 1 1 1][NTf2] to [N4 1 1 2OH] [NTf2]. This red shift in absorption and 

emission maxima of C153 in the HFILs indicates that the HFILs are more polar as compared 

to the non-hydroxyl ILs. Here, we also note that Deng and co-worker103 have also observed 

higher polarity for the hydroxyl functionalized ILs, which they have assigned to the synergistic 
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hydrogen bonding interaction between the hydroxyl groups of the cation and the corresponding 

anions of the HFILs. Considering this, in the present study also, the higher polarity of the HFILs 

is due to the hydrogen bonding interaction between the hydroxyl groups and the NTf2
- anions. 

Furthermore, with the increase in the number of hydroxyl groups, no change in the fluorescence 

maxima is observed though one could expect an increase in the polarity of these media. Here, 

it is important to note that for viscous media like ionic liquids, where the solvation of a solute 

fluorophore is relatively slow as compared to common solvent, fluorescence can be observed 

from different unrelaxed states of the solvent around the fluorophore in these media.168, 169, 196 

In the present case, with the increase in the number of hydroxyl groups on the cationic head of 

the ILs, the viscosity of the medium increases significantly. For example, there is an almost 7-

fold increase in viscosity upon going from [N4 1 1 1][NTf2] to [N4 2OH 2OH 2OH][NTf2] (Table 4.3, 

vide infra). Moreover, there is also a 5-time increase (vide infra) in the average solvation time 

upon going from [N4 1 1 1][NTf2] to [N4 2OH 2OH 2OH][NTf2]. Due to this, the observed 

fluorescence may not necessarily originate from the fully solvent-equilibrated excited state of 

C153 in the HFILs. Therefore, no significant change in the steady-state fluorescence spectra 

has been observed with the increase in the number of hydroxyl groups on the cationic head of 

the ILs, even though one could expect an increase in the polarity of the medium. 

 

Figure 4.1. (a) Normalized absorption and (b) emission spectra of C153 in both non-hydroxyl 

and hydroxyl ILs. 𝜆𝑒𝑥 = 405 𝑛𝑚. 
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Table 4.1. Absorption and Emission Maxima of C153 in the concerned RTILs 

System λmax(abs) (nm) λmax(ems) (nm) 

[N4 1 1 1][NTf2] 423 523 

[N4 1 1 2OH] [NTf2]
 428 535 

[N4 1 2OH 2OH] [NTf2] 432 535 

[N4 2OH 2OH 2OH] [NTf2] 435 536 

 

4.3.2. Ultrafast Solvation Dynamics 

In order to explore the complete solvation phenomena in both non-hydroxyl and hydroxyl ILs, 

the TCSPC technique and the FLUPS technique have been used in combination in the current 

study. To do this, initially, the time-dependent dynamic Stokes shift (TDDSS) of C153 in each 

of the relevant solvents is measured at various wavelengths at 10-nanometer intervals. Figure 

4.2 shows typical FLUPS and TCSPC measurements of C153 fluorescence decay curves in [N4 

1 1 1][NTf2] and [N4 1 2OH 2OH] [NTf2] at three distinct wavelengths. As can be seen in Figure 4.2, 

the fluorescence intensity decay for C153 in both solvents exhibits a wavelength-dependent 

variation, with shorter wavelengths exhibiting a rapid monotonous decay and longer 

wavelengths exhibiting a steady rise followed by decay, both of which are indicative of the 

solvation process.198-205 The time constant and their corresponding individual contribution are 

then extracted by fitting each fluorescence decay curve separately to a multiexponential decay 

function (equation 2.7). 
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Figure 4.2. Fluorescence decay profiles of C153 (𝜆𝑒𝑥 = 405 nm) at 298 K in [N4 1 1 1][NTf2] (a, 

c) and [N4 1 2OH 2OH][NTf2] (b, d) measured through FLUPS (upper panel) and TCSPC (lower 

panel) techniques respectively. The solid black line represents the multiexponential fit to the 

data points while the solid brown line is the instrument response function (IRF). 

Following this, time-resolved emission spectra (TRES) are constructed using the 

steady-state emission intensity and fitting parameters derived from fluorescence decay curves 

according to a predetermined procedure.197-200 The FLUPS data are used to rebuild the TRES 

plots up to 100 picoseconds, while the TCSPC data are used to recreate the rest. A similar 

approach has also been used by other researchers to create the TRES plots in RTILs.187, 217 

Representative TRES plots of C153 in [N4 1 1 1][NTf2] and [N4 1 2OH 2OH][NTf2] at eight separate 

time intervals are shown in Figure 4.3. (while for the rest of the solvent, the TRES plots are 

provided in the Appendix, Figure APX4.1). A time-dependent red shift of the emission maxima 

of C153 in both classes of solvent systems has been seen in Figure 4.3. This finding effectively 
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suggests that the excited state of the solute molecule is relaxed by the solvent, lowering the 

energy of the emission state of C153.198-207 Following that, the temporal evolution of the peak 

frequencies v(t) was produced by fitting the TRES plots at different time intervals with a log-

normal line shape function (equation 2.12). Here we would like to mention that the peak 

frequencies v(t) obtained from the log-normal fitting of the TRES plots represent the 

wavelength corresponding to the highest intensity and have been frequently used by many 

researchers to generate the solvent correlation function.202-207 

 

Figure 4.3. Normalized TRES plots at different time interval for (a) [N4 1 1 1][NTf2] and (b) [N4 

1 2OH 2OH][NTf2]. Solid line represents the log-normal line shape fitting of the corresponding 

data and the dotted line represents the steady-state fluorescence spectrum of C153 in the 

corresponding HFILs. (c) Spectral shift correlation function C(t) decay with time at 298K for 

C153 in all the RTILs utilized in the study. The solid line represents fit to the data point. 

In Table 4.2, the estimated peak frequencies of C153 at "time zero" (𝜈0
𝑜𝑏𝑠 ) and the 

totally solvent equilibrated frequencies (𝜈∞
𝑒𝑠𝑡) obtained from the fitting have been compiled. 

(a) (b) 

(c) 



Chapter 4 

 

140 | P a g e  
 

The overall magnitudes of the dynamic Stokes shifts (∆𝜈 = 𝜈0
𝑜𝑏𝑠 − 𝜈∞

𝑒𝑠𝑡) for all the RTILs 

employed in this work are also estimated from the relevant data. Here, we note that the values 

of ∆𝜈 in the RTILs, as determined by the TCSPC approach alone, are found to be close to 760-

1250 cm-1. In fact, for [N4 2OH 2OH 2OH][NTf2] with such a high viscosity value (642 cP), almost 

30% of the total dynamic fluorescence Stokes shifts, as estimated through Fee and 

Maroncelli221 method, have been missed due to the broader temporal resolution of the TCSPC 

instrument. The same is also found to be true for the non-hydroxyl ILs, where it has been 

observed that more than 50% of the total dynamic shifts were missed due to very fast relaxation. 

However, the entire solvent response of these RTILs can be fully realized with the aid of the 

FLUPS technique, which has sub-picosecond temporal resolution.217 This is found to be true 

as the estimated ∆𝜈 values using the combined TCSPC and FLUPS approaches are observed 

to be substantially larger (1670 - 1848 cm-1) than those obtained through the TCSPC 

measurements. It is also crucial to note that the total dynamic fluorescence Stokes shifts for the 

RTILs calculated using the FLUPS and TCSPC techniques are pretty close to those reported 

earlier.201, 202, 217 All of these findings essentially show that practically full solvent response of 

the RTILs to the excited state of C153 has been captured in the current investigation with the 

aid of both of these methods. 

Table 4.2. Solvent relaxation parameters of all RTILs utilized in the present study at 298K 

Systems 𝜶𝟏 𝝉𝟏 

(ps) 

𝜶𝟐 𝝉𝟐 

(ps) 

𝜷 𝝉𝐬𝐭 

(ps) 
𝝑𝟎

𝒐𝒃𝒔 (103 
cm-1) 

𝝑∞
𝒆𝒔𝒕 (103 

cm-1) 
∆𝝑 (103 
cm-1) 

[N4 1 1 1][NTf2] 0.27 0.45 0.73 360 0.67 478 20.45 18.78 1.67 

[N4 1 1 2OH][NTf2] 0.23 0.49 0.77 374 0.58 588 20.32 18.54 1.78 

[N4 1 2OH 2OH][NTf2] 0.17 0.72 0.83 511 0.53 890 20.33 18.50 1.83 

[N4 2OH 2OH 2OH][NTf2] 0.12 0.76 0.88 789 0.51 1516 20.32 18.48 1.84 
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Thereafter, the normalized spectral shift correlation function (C(t)) is generated from 

the peak frequencies obtained from the log-normal fitting of TRES using equation 2.13. Figure 

4.3(c) represents the C(t) versus time plot for all the concerned RTILs. Here we would like to 

mention that there is a discrepancy in peak frequencies between the time range 100-600 ps, 

computed by FLUPS and TCSPC methods when building the plots of C(t) against t (time). This 

observation is not unusual since other research groups187, 217 studying the solvation dynamics 

of C153 in RTILs and DESs have also noted a similar type of disparity between these two 

approaches, and the mismatch between these two approaches is addressed by using a literature 

strategy as recommended by Maroncelli and co-workers.217 According to Figure 4.3(c), 

roughly 20% of the total solvent response for [N4 1 1 1][NTf2] and [N4 1 1 2OH][NTf2] is observed 

to be completed within 500 fs, compared to about 10% for [N4 1 2OH 2OH][NTf2] and [N4 2OH 2OH 

2OH][NTf2]. These findings essentially show that the solvent-mediated relaxation of C153 in 

the excited state includes a very fast (ultrafast) initial solvation component. Moreover, the rise 

in the cationic size of the HFILs with subsequent additions of hydroxyl functionality to the 

cationic head may also cause a decrease in the contribution of the ultrafast component. While 

examining the ultrafast solvation dynamics of alkyl-imidazolium and pyrrolidinium-based 

RTILs with different chain lengths on the cationic head, Zhang et al.217 have also offered a 

similar argument to rationalize the observation. 

In order to gain additional insight into the solvent relaxation phenomena and 

quantitatively characterize the time evolution of peak frequencies, C(t) versus t plot has been 

fitted to a sum of single exponential as well as a stretched exponential function (equation 2.16), 

while equation 2.17 estimates the integral time associated with the stretched exponential 

component. Table 4.2 provides a summary of the relevant fit parameters that are derived by 

fitting the C(t) versus time plots using equation 2.16. From Table 4.2, it can be noticed that 
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there are two separate solvation time components for all the RTILs, a small amplitude ultrafast 

time component with a sub-picosecond time scale (0.4-0.8 ps) and a somewhat slower time 

component (478-1516 ps) linked to a greater amplitude. While analyzing the entire solvent 

response in various types of RTILs of comparable viscosity, many groups reported similar 

kinds of values for the ultrafast component as well as for the slower component.202-207  As can 

be seen from Table 4.2, the substantially longer time component is associated with a stretched 

exponent (β) whose values (0.67-0.51) are less than unity for the RTILs, demonstrating that 

the slower relaxation time component has a broader distribution. Previously, it was proposed 

that for heterogeneous media such as DESs and RTILs, the deviation of the value of β from 

unity arises due to heterogeneous diffusional motion that differs from the classical 

hydrodynamic motion of the constituent ions, and the extent of the deviation of the β value 

from unity also appears to be correlated with the degree of the medium's heterogeneity.187, 217 

In light of the aforementioned arguments, the current observation of the deviation of the β value 

from unity for The RTILs can be explained by taking into account of the micro-heterogeneous 

nature of these media. Furthermore, it is clear from Table 4.2 that the more hydroxyl groups 

that are added to the cationic head of the RTILs, the greater the deviation of β value from unity. 

This result basically indicates that the heterogeneity of the medium increases with an increase 

in the number of hydroxyl groups at the cationic head. Now coming to the integral time 

associated with the slower component, one can notice a substantial change in 𝜏𝑠𝑡 values with 

consecutive addition of the hydroxyl group to the cationic head. This increase in 𝜏𝑠𝑡 values is 

in accordance with the increase in the bulk viscosity of the medium. It has been suggested in 

earlier studies of solvation dynamics on RTILs that the value of 𝜏𝑠𝑡  denotes the average 

solvation time of a concerned medium and that the values closely correspond to the bulk 

viscosity of the given medium. Both experimental and computer simulation studies have 

pointed out that the slower component of the solvent relaxation process is associated with the 
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diffusional motions of the constituents of the concerned solvent.202-215 Thus, this relationship 

between the slow solvation time component and viscosity likely reflects the fact that the slower 

solvation time component is linked to the bulk structural relaxation of the solvents. However, 

upon a more careful look at Table 4.2, one can notice that upon going from [N4 1 1 1][NTf2] to 

[N4 2OH 2OH 2OH][NTf2], the increase in viscosity is almost 7 times, whereas the increase in 𝜏𝑠𝑡 

values is nearly 3 times. This disproportionate change in 𝜏𝑠𝑡 values with the medium viscosity 

indicates the decoupling of the solvation times from the viscosity of the medium. Similar 

decoupling of average solvation time from medium viscosity has already been reported by 

various research groups.175-183 This decoupling of the long solvation time component from 

medium viscosity essentially indicates that the long solvation time component is associated 

with the heterogenous diffusional motion of the constituent of the HFILs outside the first 

solvation shell.202-220 

Now when we consider the initial rapid solvent relaxation, it can be noticed that for [N4 

1 1 1][NTf2] and [N4 1 1 2OH][NTf2], the ultrafast solvation time component is almost identical. 

Additionally, with further addition of hydroxyl groups to the cationic head, a marginal change 

in the ultrafast solvation time component has been observed in [N4 1 2OH 2OH][NTf2] and [N4 2OH 

2OH 2OH][NTf2]. However, a closer look at the data (Table 4.2) indicates that the estimated 

ultrafast solvation time component is almost independent of the viscosity of the medium. 

Previous works by various researchers on ultrafast solvation dynamics in confined media like 

RTILs and DESs have also pointed out that the ultrafast time component is independent of the 

medium viscosity.202-220 This observation essentially suggests that the motion related to the 

ultrafast solvation relaxation does not involve any centre of mass diffusion of the constituents 

of the solvents. Several experimental and simulation studies have suggested that the observed 

ultrafast relaxation process is caused by different fast local motions such as dipolar rotation, 
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vibration, libration, translation, and so on.175-182, 215-220 Thus, in the present case also, without 

assigning any particular solvation mechanism, the observed sub-picosecond solvation 

components can be assigned to various fast local motions of the solvent at the immediate 

vicinity of the excited state of the solute. Another important parameter of the ultrafast solvation 

relaxation is amplitude associated with the sub-picosecond time constant. Upon going from [N4 

1 1 1][NTf2] to [N4 1 1 2OH][NTf2], a gradual decrease in the amplitude of the sub-picosecond 

component has also been  observed in all the concerned RTILs. Here we would like to note that 

Maroncelli and co-workers217 have demonstrated that the amplitude of the ultrafast component 

decreases with an increase in the alkyl chain length on imidazolium and pyrrolidinium-based 

RTILs. Moreover, Samanta and co-workers187, while working on tetraalkylammonium-based 

DESs, have also observed that the amplitude of the ultrafast component is inversely related to 

the cationic size of the DESs [45]. Considering the above arguments, in the present study, it 

would be reasonable to deduce that the decrease in amplitude of the ultrafast component in this 

scenario might have happened due to a rise in the cationic size of the RTILs with the subsequent 

addition of hydroxyl groups to the cationic head.  

4.3.3. Rotational Relaxation Dynamics  

To get a more comprehensive understanding of the nature of solute-solvent interaction 

and microscopic structural organization of the given liquid system, we have investigated the 

rotational dynamics of some selected probes in concerned RTILs through time-resolved 

fluorescence anisotropy measurement. Figure 4.4 displays representative time-resolved 

fluorescence anisotropy decays for Perylene and MPTS at 298 in both the non-hydroxyl and 

hydroxyl functionalized ILs. The rotational reorientation time (𝜏𝑟) at various temperatures has 

been estimated by fitting the anisotropy decay data of perylene and MPTS to single and bi-

exponential functions, respectively. The bulk viscosity of the relevant media and the estimated 
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𝜏𝑟 values for perylene and MPTS at different temperatures (298K to 323K) have been tabulated 

in Table 4.3.  

 

Figure 4.4. Time-resolved fluorescence anisotropy decay for (a) perylene and (b) MPTS in all 

the RTILs at 298 K. 

From Figure 4.4, one can notice that for a given probe molecule, the anisotropy decay 

is found to be much faster in the non-hydroxyl IL than the hydroxyl ILs due to the relatively 

lower viscosity of the former than the latter. Moreover, the anisotropy decays of both perylene 

and MPTS are found to be slowest in [N4 2OH 2OH 2OH][NTf2]. This is because of its very high 

viscosity owing to the extensive intra/intermolecular hydrogen bonding interaction in the IL. 

Similarly, for a given set of IL, one can notice that the rotational diffusion of perylene is found 

to be much faster than that of MPTS. This observation is further supported by the fact that the 

estimated 𝜏𝑟 values of MPTS (Table 4.3) for a given RTIL at a particular temperature are found 

to be ~8 to 14 times higher than the same for perylene. This data essentially shows that the 

solvent molecules significantly impede the rotational diffusion of MPTS, possibly as a result 

of strong solute-solvent intermolecular interactions. However, upon a careful inspection of the 

data, one can notice that the 𝜏𝑟 value does not vary proportionately with the increase in the 

value of the bulk viscosity of the concerned medium. For example, upon going from [N4 1 1 

1][NTf2] to [N4 2OH 2OH 2OH][NTf2] though there is a ~ 7-fold increase in the bulk viscosity of 
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the medium, the estimated increase in  𝜏𝑟 value is only ~ 5 and 2 times for perylene and MPTS 

respectively. This preliminary analysis shows that the frictions experienced by both the probes 

in the hydroxyl and non-hydroxyl ILs are significantly different from each other. 

In order to through more light on the above findings, the anisotropy decay of both 

perylene and MPTS have also been investigated at iso-viscous conditions by adjusting the 

temperatures of the concerned media so that apart from viscosity, the role of various 

intra/intermolecular interactions between solute and the ILs in governing the rotational 

diffusion of the probe solute can be understood. From Table 4.4, one can also notice that at iso-

viscous conditions, the estimated 𝜏𝑟 values for perylene are found to be almost comparable in 

all the ILs under investigation. This observation essentially suggests that perylene, which 

locates itself in the non-polar alkyl region of these ILs, experiences a similar micro-

environment in both non-hydroxyl and hydroxyl ILs, and the introduction of hydroxyl groups 

in the ILs does not alter the alkyl region of the ILs significantly. Interestingly, appreciable 

change in the experimentally observed 𝜏𝑟values for MPTS under the same condition have been 

observed upon going from [N4 1 1 1][NTf2] to [N4 2OH 2OH 2OH][NTf2], indicating a significant 

changes in the structural organization and intra/intermolecular interaction in the polar region 

of the ILs with the introduction of hydroxyl functionalities in the cation head of the ILs. This 

is a very interesting observation, and to get more detailed information regarding the solute-

solvent/solvent-solvent interaction and microstructural organization of both non-hydroxyl and 

hydroxyl ILs, the rotational relaxation data have been analyzed in light of the Stokes-Einstein-

Debye (SED) equation (equation 1.1).193, 277  
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Table 4.3. Rotational relaxation parameters of perylene and MPTS in all the RTILs at two 

different temperatures. 

System η (cP)/T (K) Perylene MPTS 

𝜏𝑟 (ns) Cobs (avg.) 𝜏𝑟 (ns) Cobs (avg.) 

 

 

 

[N4 1 1 1][NTf2] 

88.9/(298) 1.08  13.8 ± 0.2  

69.3/(303) 0.85   11.8 ±0.21  

58.5/(308) 0.69  0.14 ±0.01 9.9 ± 0.2 1.59 ± 0.06 

48.1/(313) 0.59   8.4 ± 0.2  

39.9/(318) 0.53   6.7 ± 0.19   

34.3/(323) 0.45   5.8 ± 0.19  

28.1/(328) 0.37   4.9 ± 0.19  

[N4 1 1 2OH][NTf2] 99.7/(298) 1.28   14.9 ± 0.27    

79.1/(303) 1.04   12.2 ± 0.26  

63.8/(308) 0.83 0.15 ± 0.01 11 ± 0.26 1.65 ± 0.05 

51.7/(313) 0.71  9.2 ± 0.24  

43.2/(318) 0.60  8.1 ± 0.22  

36.6/(323) 0.52   6.7 ± 0.22  

30.7/(328) 0.47   5.8 ± 0.22  

[N4 1 2OH 2OH][NTf2] 221.1/(298) 2.42   20.1 ± 0.29  

167.8/(303) 2.0   17.2 ± 0.27  

127.5/(308) 1.61  0.14 ± 0.01 15.8 ± 0.28 0.95 ± 0.05   

101.7/(313) 1.32   14.1 ± 0.27  

83.1/(318) 1.05 ± 0.02  12.3 ± 0.24  

67.7/(323) 0.9 ± 0.03  10.3 ± 0.24  

55.3/(328) 0.82 ± 0.03  8.6 ± 0.24  

[N4 2OH 2OH 2OH][NTf2] 642.2/(298) 4.6 ± 0.06  29 ± 0.32  

467/(303) 3.84 ± 0.06  25.3 ± 0.33  

338.8/(308) 3.1± 0.05 0.11 ± 0.01 22.4 ± 0.32 0.80 ± 0.05 

252.4/(313) 2.5 ± 0.04  20.3 ± 0.28  

188.4/(318) 2.05 ± 0.03  18.1 ± 0.26  

145.2/(323) 1.6 ± 0.03  16.6 ± 0.24  

111.2/(328) 1.2 ± 0.03  14.5 ± 0.24  
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Table 4.4. Rotational relaxation parameters of perylene and MPTS in all the RTILs at iso-

viscous condition. 

Systems η (cP) 𝝉𝒓 (ns) (perylene) 𝝉𝒓 (ns) (MPTS) 

[N4 1 1 1][NTf2]  1.08 13.8 

[N4 1 1 2OH][NTf2] 88.9 1.13 13.3 

[N4 1 2OH 2OH][NTf2]  1.11 12.6 

[N4 2OH 2OH 2OH][NTf2]  1.09 12.2 

 

 

Figure 4.5. log- log plot of τr versus η/T of (a) perylene and (b) MPTS in all the RTILs. Solid 

orange and green line represent the stick and slip boundary condition respectively. Solid black 

line represents linear fit to the data points. 

 

The SED plots of both perylene and MPTS in all the RTILs are provided in Figure 4.5. 

Inspection of the SED plot of perylene (Figure 4.5 (a)) reveals that the rotational diffusion of 

perylene follows slip hydrodynamic behaviour in all the RTILs. We note here that Dutt and co-

workers have reported a comparable slip hydrodynamic behaviour for 9-phenylanthracene 

while examining the rotational diffusion of the nonpolar probe in several RTILs.226-231 

Additionally, in imidazolium-based ionic liquids, Fayer and co-workers have also stated the 

slip hydrodynamic behaviour of perylene.233 It has been well documented that in the absence 

of any specific solute-solvent interaction, the rotational motion of a medium-sized solute (e.g. 
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perylene, 9-phenylantracene, etc.) usually follows slip hydrodynamic behaviour. This finding 

suggests that perylene, which is located in the hydrophobic region, does not suffer any 

particular solute-solvent interaction and hence follows slip hydrodynamic behaviour in all the 

RTILs. This observation is further supported when the solute-solvent coupling constant (Cobs) 

values for perylene are analyzed. The Cobs value is expressed as the ratio between the 

experimentally measured 𝜏𝑟  value and theoretically calculated 𝜏𝑟  value, and represents the 

extent of solute-solvent interaction. Because Cobs value is calculated using the aforementioned 

ratio, the value of Cobs usually indicates the degree of solute-solvent interaction by removing 

the effects of viscosity and temperature. From Table 4.3, it can be noticed that the Cobs values 

(0.15-0.11) for perylene are found to be almost identical in all the RTILs used in this study. 

This essentially indicates that perylene experiences a similar microenvironment in all the 

RTILs. This further indicates that the introduction of successive hydroxyl groups to the cationic 

head does not alter the hydrocarbon (apolar) dominated molecular region of these RTILs 

significantly. 

Now to see what happens in the polar region (ionic region) of the concerned RTILs, the 

rotational relaxation behaviour of MPTS is monitored in these media. From the log-log plot of 

𝜏𝑟  versus η/T (Figure 4.5 (b)), it can be seen that the rotational motions of MPTS in all the 

RTILs are close to the stick hydrodynamic prediction indicating hindered solute rotation in 

these media. A close examination of the SED plot of MPTS reveals that the rotational 

behaviour of MPTS in [N4 1 1 1][NTf2] and [N4 1 1 2OH][NTf2] lies beyond the stick line. This 

type of behaviour, as per hydrodynamic terminology, is known as super-stick behaviour.229, 233 

Here, it is important to mention that observation of super-stick behaviour is not uncommon, 

and previously, it has been observed by many researchers while investigating the rotational 

dynamics of ionic solutes in RTILs and DESs.185-187, 226-231 Dutt and co-workers have reported 

similar super-stick behaviour of rhodamine 110 in imidazolium-based ionic liquids.229 
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Likewise, Fayer and co-workers have also observed similar super-stick behaviour of MPTS in 

imidazolium-based ILs.233 They have ascribed this super-stick behaviour of MPTS to the 

hydrogen bonding interaction between the acidic C2 hydrogen of the imidazolium cation and 

MPTS, as well as the electrostatic interaction between the probe and the cation of the RTILs. 

Based on the information thus far, it can be reasonable to infer that MPTS, being negatively 

charged, are mostly involved in electrostatic interactions with the cation of the RTILs, although 

they can also be involved in specific hydrogen bonding interactions in the presence of acidic 

hydrogen in the cationic moiety of the RTILs. Taking this into account, the super-stick 

behaviour for [N4 1 1 1][NTf2]  is predominantly due to electrostatic interaction, but that for [N4 

1 1 2OH][NTf2] is due to both electrostatic and solute-solvent specific hydrogen bonding 

interaction. Additionally, a comparable or even larger extent of super-stick behaviour for [N4 1 

2OH 2OH][NTf2] and [N4 2OH 2OH 2OH][NTf2]  might be anticipated with an increase in the number 

of hydroxyl groups on the cationic head due to availability of more number of solute-solvent 

specific hydrogen bonding interaction sites. In contrast, the rotational behaviour of MPTS in 

both the above mention solvent lies somewhat below the stick line. This observation can be 

more clearly understood by looking at the estimated Cobs values for MPTS in these solvents. 

As can be seen from Table 4.3, the average Cobs value (1.6-1.65) of MPTS is almost similar in 

[N4 1 1 1][NTf2] and [N4 1 1 2OH][NTf2]. However, successive addition of hydroxyl group to the 

cationic head gradually decreases the average Cobs values (Table 4.3) for MPTS as observed in 

[N4 1 2OH 2OH][NTf2] and [N4 2OH 2OH 2OH][NTf2]. In fact, the Cobs values for MPTS are found to 

decrease by 50% upon going from [N4 1 1 1][NTf2] to [N4 2OH 2OH 2OH][NTf2]. This clearly 

indicates that the specific solute-solvent interaction is relatively weaker in the RTILs having 

greater number of hydroxyl groups. Here we would like to emphasize that the extent of the 

solute-solvent specific hydrogen bonding interaction has a considerable influence on the 𝜏𝑟 

value of a rotating solute.226-231 If the specific hydrogen bonding interaction is sufficiently 
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strong and persists throughout the molecular rotation, the rotation of the solute becomes slower. 

However, if there is any flexibility in the hydrogen bonding interaction between solute and 

solvent in relation to the angular rotation of the solute, there will be no impact on the rotation 

of molecules. In this context, works by Ludwig and co-workers are worth mentioning.294-297 

Through molecular dynamic simulation and neutron diffraction techniques, they have shown 

that cooperative hydrogen bonding interaction in hydroxyl functionalized ionic liquids can 

overcome the columbic interaction and can result in hydrogen-bonded cation clusters, which 

ultimately influence the structure and property of these ILs. Furthermore, they have also noted 

that the cation-cation hydrogen bonding interaction for hydroxyl functionalized pyridinium-

based ionic liquids is 0.96 to 3.96 kJ/mol stronger than the corresponding cation-anion 

hydrogen bonding interaction.295 Previously, it has also been suggested that short alkyl moieties 

surrounding the positively charged core organized themselves in a roughly spherical geometry 

and subsequently shield the positive charge, which also results in dynamic ion cluster 

formation.29 Both experimentally and theoretically, similar ion cluster formations in RTILs 

have been demonstrated in previous literature reports.155-157, 294-297 Considering this, a similar 

ions cluster formation and shielding of the positive charge of the cation can also be expected 

in the present case with the increase in the number of hydroxyl functionality around the cationic 

head which may further reduce the extent of solute-solvent interaction. In view of this, in the 

present scenario, the faster rotational diffusion of MPTS in [N4 1 2OH 2OH][NTf2] and [N4 2OH 2OH 

2OH][NTf2] can be rationalized by considering a combined effect of reduced solute-solvent 

interaction due to cationic cluster formation and shielding of the positive charge on the cationic 

head as well as stronger solvent-solvent hydrogen bonding interaction than solute-solvent 

interaction. 
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To get further information about the nature and extent of solute-solvent/solvent-solvent 

interaction, we have fitted the 𝜏𝑟 value of perylene and MPTS against temperature-reduced 

viscosity (η/T) in all solvents using a power-law relationship (𝜏𝑟 = 𝐴(
𝜂

𝑇⁄ )
𝑝
, equation 3A.1). 

Table 4.5 contains the values of A and p that were determined from the empirical fitting of the 

rotational relaxation data. As can be seen from Table 4.5, the value of A (=
𝑣𝑓𝑐

𝑘
⁄ ) remains 

almost same for perylene, whereas a substantial decrease (almost 50%) in A value is observed 

for MPTS upon increase in the number of hydroxyl groups on the cationic head of the RTILS. 

This decrease in the A value essentially indicates the decrease in the boundary condition 

parameter.228-231, 274, 276 Furthermore, Table 4.5 shows that for all of the RTILs utilized in the 

study, the value of p considerably deviates from unity for both perylene and MPTS. Here it is 

pertinent to mention that similar fractional viscosity dependence of 𝜏𝑟 have been observed by 

different researchers, including us, in confined media like DESs and RTILs.173, 228-231, 273, 274, 

276, 282, 284 Additionally, it has also been reported that the viscosity-diffusion decoupling and 

dynamic heterogeneity of the medium increase in proportion to the departure of p from 

unity.176, 273 All the prior reports have essentially shown that the distribution of relaxation rates 

for molecules residing in various local environments in organized media, such as ILs, is what 

causes the dynamic heterogeneity in that medium.181-183, 229, 231, 274 Moreover, it has already 

been shown for hydroxyl ILs that non-Brownian motions, such as orientational leaps and 

hydrogen bond fluctuations, are the origin of decoupling of 𝜏𝑟 value from medium viscosity181-

183, 185, 186, 242. Taking into account of the foregoing explanation, the divergence of p from unity 

in the present scenario as well indicates the dynamic heterogeneity of the medium because of 

the fluctuation of the hydrogen bonding network and the inertia-driven motion, which differs 

from typical Brownian motions. 

 



Chapter 4 

 

153 | P a g e  
 

Table 4.5. Parameters A and p obtain from the fits of log <𝜏𝑟> vs log < η/T > 

System Perylene MPTS 

A p A p 

[N4 1 1 1][NTf2] 2.95 ± 0.16 0.84 ± 0.05 40.74 ± 1.60 0.86 ± 0.03 

[N4 1 1 2OH][NTf2] 3.02 ± 0.18 0.80 ± 0.04 33.88 ± 1.47 0.73 ± 0.02 

[N4 1 2OH 2OH][NTf2] 2.88 ± 0.16 0.77 ± 0.03 24.55 ± 1.25 0.55 ± 0.02 

[N4 2OH 2OH 2OH][NTf2] 2.75 ± 0.13 0.72 ± 0.03 21.88 ± 1.21 0.36 ±0.02 

 

As can be seen from Table 4.5, there is a marginal decrease in the p value (0.84-0.72) 

upon going from [N4 1 1 1][NTf2] to [N4 2OH 2OH 2OH][NTf2]. This observation indicates that in 

the absence of any specific solute-solvent interaction, the relaxation rates of perylene in the 

hydrocarbon-dominated region do not altere significantly upon successive addition of hydroxyl 

group to the cationic head. This further suggests that dynamic heterogeneity felt by perylene in 

the molecular region is more or less similar in all the RTILs. Now focusing on the polar/ionic 

region, a marginal change in p values for MPTS has been observed upon going from [N4 1 1 

1][NTf2] to [N4 1 1 2OH][NTf2]. However, with further addition of hydroxyl functionality to the 

cationic head, a drastic decrease in p value can be observed. In fact, a ~45% decrease in p value 

upon going from [N4 1 1 1][NTf2] to [N4 2OH 2OH 2OH][NTf2] is observed. This larger deviation of 

p value from unity for MPTS indicates a larger distribution of the relaxation rates in the poly-

hydroxyl ILs as compared to the non-hydroxy IL. This further point out that with successive 

addition of hydroxyl functionality to the cationic head, there is a significant increase in dynamic 

heterogeneity of the medium. 
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4.3.4. FCS Studies 

To get further insight into the probe diffusion dynamics in the respective solvents and 

intermolecular solute-solvent interaction at the single molecular level, FCS studies are also 

employed in the current investigations. The fluorescence correlation decay curves (G(τ)) of 

perylene and MPTS in [N4 1 1 1][NTf2] are depicted in Figure 4.6(a) and (b) as representative 

examples. The FCS decay curves are fitted through a two-component diffusion model as the 

single-component diffusion model does not give a reasonable fit (Appendix, Figure APX4.2). 

The fitted FCS decay curves for both the probe solute in the rest of the RTILs are provided in 

the Appendix (Figure APX4.3 and Figure APX4.4), while the normalized FCS decay curve of 

both probes in all the relevant RTILs are provided in Figure 4.6 (c) and (d).  

 

Figure 4.6. Plot of G(τ) vs time for (a) Perylene and (b) MPTS in [N4 1 1 1][NTf2]. (c) and (d) 

are the normalized FCS decay curve for perylene and MPTS respectively in the relevant RTILs. 
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Table 4.6. Estimated translational diffusion coefficient ( 𝐷𝑡 ) in 𝜇𝑚2/𝑠  along with their 

contribution value for perylene and MPTS in all the relevant RTILs 

Systems Perylene   MPTS   

𝛼1 𝐷1 𝐷2 𝐷𝑎𝑣𝑔 𝛼1 𝐷1 𝐷2 𝐷𝑎𝑣𝑔 

[N4 1 1 1][NTf2] 0.62 26.7 2.9 17.7 0.44 10.0 2.5 5.8 

[N4 1 1 2OH][NTf2] 0.6 23 2.8 15 0.68 7.2 1.8 5.5    

[N4 1 2OH 2OH][NTf2] 0.34 19.7 1.9 7.9 0.71 2.3 1.2 2.8 

[N4 2OH 2OH 2OH][NTf2] 0.29 9.3 1.3 3.7 0.7 1.5 0.8 1.6 

 

Table 4.6 contains all of the pertinent fitting parameters that are derived from the 

bimodal fit of the FCS Traces. In this context, it is worth noting that Guo et al.245 have observed 

a similar bimodal diffusion behaviour of rhodamine 6G in a series of pyrrolidinium ionic 

liquids. In addition, Samanta and co-workers246 have also reported the suitability of the bimodal 

diffusion model for some selected fluorophores in several RTILs. Many other researchers 

working on confined media, such as DESs and RTILs, have also documented similar bimodal 

diffusion of ionic solutes.182-184, 243, 244 All of these results effectively show that the bimodal 

diffusion of fluorophores arises due to the spatial heterogeneity of RTILs, and due to which 

molecular translational motions occur in two separate regions, namely apolar (domain created 

by alkyl tails of the ILs) and polar (domain form by ionic constituents) regions with a continuity 

in the domain structure of the RTILs whose length scale is more than the confocal dimension.245  

However, it has also been previously demonstrated that the FCS analysis may disclose a 

bimodal diffusion behaviour of a solute in less viscous ILs and DESs, despite the fact that no 

excitation wavelength dependence of steady-state fluorescence emission was seen.185, 246 This 

suggests that bimodality in diffusion is not necessarily totally determined by solution’s spatial 

heterogeneity and may result from the inherent temporally heterogeneous dynamics of the 
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medium.181-184 Moreover, when the two translational diffusion time constants are not 

particularly comparable, as in the present case, even if molecules switch between the domains 

in the observation volume, two diffusion values should be obtained. Because of this, the 

concept of several solutes diffusing in various microscopic domains with divergent relaxation 

periods may no longer be required to explain anomalous or multiexponential relaxation kinetics 

at long times.181 Therefore, in such cases, the heterogeneous translational diffusion motion of 

the solutes is most preferably described by the average translational diffusion relaxation rates. 

Considering this, as done previously, in the present study also, we have particularly focused on 

the average translational diffusion coefficient of the solute molecules to understand the solute-

solvent interaction at single molecular level.181-184 

One can see from Table 4.6 that the translational diffusion of perylene is found to be 

substantially faster (by around two to three times) than that of MPTS in any given solvent. This 

is due to the fact that perylene does not encounter any particular solute-solvent interaction in 

RTILs, which causes its diffusion to be much faster in that solvent. In contrast, MPTS is well 

known to engage in strong electrostatic and solute-solvent specific hydrogen bonding 

interactions (in the presence of acidic hydrogen), which eventually restrict its mobility. As 

hydroxyl groups are subsequently added to the cationic head, the bulk viscosity of the medium 

progressively rises, resulting in a continuous decrease in the 𝐷𝑎𝑣𝑔 values for both fluorophores. 

Additionally, the 𝐷𝑎𝑣𝑔 value for any particular probe is found to be highest in [N4 1 1 1][NTf2] 

and lowest in [N4 2OH 2OH 2OH][NTf2]. This is due to the lower viscosity of the former than the 

latter. Upon a careful look at the data in Table 4.6, one can notice that there is almost 5-fold 

decrease in 𝐷𝑎𝑣𝑔  for perylene upon going from [N4 1 1 1][NTf2] to [N4 2OH 2OH 2OH][NTf2], 

whereas the increase in the bulk viscosity is estimated to be more than 7-fold (Table 4.3). On 

the other hand, for MPTS decrease in 𝐷𝑎𝑣𝑔 is found to be ~ 3.5 fold upon going from [N4 1 1 



Chapter 4 

 

157 | P a g e  
 

1][NTf2] to [N4 2OH 2OH 2OH][NTf2]. This disproportionate change in 𝐷𝑎𝑣𝑔 with viscosity upon 

going from [N4 1 1 1][NTf2] to [N4 2OH 2OH 2OH][NTf2] certainly indicates that the probe solutes 

experience different extents of solute-solvent interaction in different RTILs used in this study. 

This is further supported by the estimated hydrodynamic radii (Table APX4.1.) of both solutes 

in the respective ionic liquids. As mentioned previously, the constituents of the hydroxyl ILs 

can participate in strong intra- and intermolecular hydrogen bonding interactions, and due to 

this, the hydroxyl groups of the cations in these ILs are expected not to be readily available for 

making solute-solvent hydrogen bonding interactions with the probe solutes. Therefore, the 

diffusion of MPTS becomes relatively faster in the hydroxyl ILs as compared to the non-

hydroxyl ILs. Here, we note that upon going from [N4 1 1 1][NTf2] to [N4 2OH 2OH 2OH][NTf2], the 

change in 𝜏𝑠𝑡 values (~3.2 times, Table 4.2) is almost similar to the change in the 𝜏𝑑
𝑎𝑣𝑔

 values 

(Table APX4.1, 3.2-3.8 times for MPTS and perylene). This observation essentially indicates 

that the extent of decoupling of the longer solvation time component and 𝜏𝑑
𝑎𝑣𝑔

 value from the 

medium viscosity is almost similar. In this context, it is important to mention that Sen and co-

workers182, while working on lauric acid/menthol-based DES, have estimated the extent of 

decoupling of the longer solvation time component and the translational diffusion time 

component from the medium viscosity and have found that the extent of decoupling is large, 

suggesting a larger heterogeneity at longer time scale. Moreover, they have also reported that 

the extent of decoupling is almost similar for both dynamical events, which essentially 

indicates the correlation between these two dynamical events occurring outside the first 

solvation shell. In the present scenario also, similar extent of decoupling of the longer solvation 

time component and 𝜏𝑑
𝑎𝑣𝑔

 value from the medium viscosity indicates the correlation between 

the two dynamical processes and greater temporal heterogeneity at the larger time scale. All 

these results essentially indicate that, in addition to viscosity, the mobility of the fluorophores 
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in these media is greatly influenced by the intermolecular interactions between the solute and 

solvent as well as the heterogeneity of the medium.  

4.3.5. PFG-NMR Studies 

In order to gain a deeper understanding of the cation-cation/cation-anion interaction within the 

solvent, which can significantly affect the microstructural organization of ILs, the self-

diffusion coefficient of both non-hydroxyl and hydroxyl ILs are estimated by exploring pulse 

field gradient NMR (PFG-NMR) technique. Since PFG-NMR is a non-invasive and chemically 

selective technique, it is proved to be excellent for simultaneously estimating the self-diffusion 

coefficients of several species in a given mixture and can offer details on the size, shape, and 

intermolecular interactions of the concerned species.247, 249, 277 Specifically, in the current study, 

translational diffusion coefficient (D) values for both hydroxyl and non-hydroxyl ILs are 

estimated from the slope by fitting the NMR data using the Stejskal–Tanner equation (equation 

2.29).264 During the measurement, the cationic component of RTILs is monitored exclusively, 

and the measured D values for relevant RTILs are tabulated in Table 4.7. 

Table 4.7. Estimated translational diffusion coefficient (D × 10-11 m2/s) of the cationic species 

of both non-hydroxyl and hydroxyl ILs. 

Temperature (K) [N4 1 1 1]
+ [N4 1 1 2OH] + [N4 1 2OH 2OH] + [N4 2OH 2OH 2OH] + 

298 1.95 1.05 0.43 0.13 

303 2.80 1.32 0.59 0.18 

308 3.60 1.75 0.79 0.26 

313 4.70 2.22 1.05 0.38 

318 5.95 2.8 1.35 0.54 

323 7.20 3.5 1.75 0.73 

328 8.80 4.3 2.2 0.98 
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Figure 4.7. (a) Temperature dependent variation of the self-diffusion coefficients of the RTILs 

(b), hydrodynamic radii of cationic species calculated through SE equation, (c) D vs T/η plot 

of RTILs. 

As can be seen from Table 4.7, at any particular temperature, the D value for the non-

hydroxyl ILs is found to be the highest among all the concerned ILs. This indicates that the 

mobility of the non-hydroxyl IL is faster than the hydroxyl ILs because of the lower viscosity 

of the former than the latter. Additionally, with the increase in the number of hydroxyl groups 

on the cationic head, a gradual decrease in the D values can also be seen. This observation also 

correlates with the viscosity of the medium. It is also well known that increase in the size of 

the diffusing species (here, cation) and magnitude of cation-anion/cation-anion intermolecular 

interaction can also slow the diffusion process. Therefore, using the Stokes-Einstein equation 

(𝐷 = 𝑘𝑇 6𝜋𝜂𝑟)⁄ ,  we have calculated the hydrodynamic radius (𝑟𝐻) of all the RTILs in the 

temperature range of 298 K to 328 K in order to learn more about the impact of viscosity, size, 

(b) (a) 

(c) 
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and intra/inter molecule interaction inside the ILs on the mobility of the RTILs. The estimated 

𝑟𝐻 values of the relevant RTILs are shown in Figure 4.7(b). As can be seen from Figure 4.7(b), 

[N4 1 1 1]
+ has the smallest hydrodynamic radius among the concerned RTILs at any given 

temperature. However, when hydroxyl functionalities are added to the cationic head, a 

significant rise in the 𝑟𝐻 values has been observed, with [N4 2OH 2OH 2OH]+ having the largest 

hydrodynamic radius. Here we would like to note that when the 𝑟𝐻 values of the cations of the 

relevant RTILs are calculated from their theoretical van der Waal’s volume (through the 

Edward increment method)277, a marginal increase (~15%) in the hydrodynamic radii have 

been observed upon going from [N4 1 1 1]
+ to [N4 2OH 2OH 2OH]+. However, the hydrodynamic 

radii, estimated through PFG-NMR, shows a 125% increase upon going from [N4 1 1 1]
+ to [N4 

2OH 2OH 2OH]+. This clearly indicates that the increase in the hydrodynamic radii of the hydroxyl 

ILs is because of the strong intermolecular interaction between the constituents of the ILs 

(cation-anion/cation-anion), which effectively increases the size of the hydroxyl ILs and 

thereby slow down the diffusion of the cationic component of the hydroxyl ILs. To further 

support this observation, the NMR data have been analyzed by plotting D against T/η. Given 

that the slope and the hydrodynamic radii are inversely related, a steeper slope corresponds to 

a higher hydrodynamic radius. From Figure 4.7(c), it can be seen that [N4 1 1 1]
+ has the largest 

slope values, which essentially indicates that the non-hydroxyl-based IL has the smallest 

hydrodynamic radii among the concerned RTILs. With the addition of hydroxyl functionalities, 

a sharp decrease in the slope value has been observed, with [N4 2OH 2OH 2OH]+ having the steepest 

slope. In fact, more than 55% decrease in the slope value has been observed upon going from 

[N4 1 1 1]
+ to [N4 2OH 2OH 2OH]+. It is also important to mention that Fujita et al.279 have reported 

relatively slower diffusion of hydroxyl ammonium-based RTILs as compared to their non-

hydroxyl counterpart. Similarly, Ludwig and co-workers278 have also reported slower diffusion 

of hydroxyl functionalized imidazolium-based RTILs, and this slower diffusion of the cationic 



Chapter 4 

 

161 | P a g e  
 

moiety has been rationalized by considering significant hydrogen bonding mediated cation-

cation interactions. Considering this, in the present scenario also, one can expect similar cation-

cation hydrogen bonding interaction in the hydroxyl functionalized ILs. Moreover, extensive 

cation-cation hydrogen bonding interaction can also be expected for [N4 2OH 2OH 2OH][NTf2] 

containing three hydroxyl groups which will effectively increase the hydrodynamic radius of 

the cationic component.  

4.4. Conclusion 

In the present study, we have investigated the microscopic behaviours, in terms of 

intermolecular interactions, local structural organisation and solvent dynamics of some 

ammonium-based RTILs as a function of hydroxyl group on the cationic moiety using various 

spectroscopic techniques. For this purpose, three hydroxyl functionalized ammonium based 

RTILs (HFILs) bearing different numbers of hydroxyl groups on the cationic head as well as a 

non-hydroxyl ammonium based RTIL have been employed in the present study. All these 

investigations have uncovered a number of interesting findings. The solvent response functions 

generated from the complete Stokes shift dynamics measurements have revealed a bimodal 

solvent relaxation behaviour, consisting of a very fast sub-picosecond solvation time 

component and a broadly distributed relatively slower pico-second to nanosecond solvation 

time component for all the RTILs. The broadly distributed slower time component which 

correlates with the medium viscosity is found to arise due to the heterogeneous diffusional 

motion of the cations and anions while the sub-picosecond component arises due to fast local 

motions of the constituents of the RTILs. Interestingly, investigation of rotational and 

translational diffusion dynamics of selected probes have indicated that the extent of solute-

solvent interaction is relatively weaker in the poly-hydroxyl ILs as compared to the same in 

the non-hydroxyl ILs. This is due to the stronger solvent-solvent inter/intra molecular hydrogen 
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bonding interaction between the hydroxyl groups and the constituent of the poly-hydroxyl ILs. 

More interestingly, analysis of rotational diffusions data has revealed that, decoupling of solute 

dynamics with medium viscosity is found to be more for poly-hydroxyl ILs than that for non-

hydroxyl ILs, indicating a larger extent of dynamic heterogeneity in the former than the later. 

Additionally, study of the self-diffusion coefficient through NMR have revealed that HFILs 

have significantly larger hydrodynamic radii than non-hydroxyl ILs do due to stronger 

intermolecular hydrogen bonding interaction in the former than the later. Essentially, all the 

results obtained from these investigations have demonstrated that addition of hydroxyl 

functionality to the cationic head of the RTILs considerably alter the local structural 

organisation ad dynamics of the solvent systems. Furthermore, the extensive hydrogen bonding 

interaction among the solvent molecule in the poly-hydroxyl ILs significantly influence the 

macroscopic physicochemical properties of the HFILs.  

 

4.5. Appendix 

 

Figure APX4.1. Normalized TRES plots at different time interval for (a) [N4 1 1 2OH][NTf2] and 

(b) [N4 2OH 2OH 2OH][NTf2]. Solid line represents the log-normal line shape fitting of the 

corresponding data and the dotted black line represents the steady-state fluorescence spectra. 

(a) (b) 
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Figure APX4.2. Fluorescence correlation curve for (a,b) Perylene and (c,d) MPTS in [N4 1 1 

1][NTf2] along with the fit residual. Left panel curves (a,c) are fitted to single component 

diffusion model while right panel curves (b,d) are fitted to two component diffusion model. 

 

Figure APX4.3. Fluorescence correlation curve for perylene in HFILs. The solid black curve 

represents the fit to the points through two component diffusion model. 

(a) (b) 

(c) (d) 
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Figure APX4.4. Fluorescence correlation curve for MPTS in hydroxyl ILs. The solid black 

curve represents the fit to the points through two component diffusion model. 

 

Table APX4.1. Estimated translational diffusion time (𝜏𝐷) in millisecond (ms) along with their 

contribution value and hydrodynamic radii (𝑟𝐻 in nm) for perylene and MPTS in all the relevant 

RTILs 

Systems Perylene         MPTS    

𝛼1 𝜏𝐷1
 𝜏𝐷2

 𝜏𝑎𝑣𝑔 𝑟𝐻 𝛼1 𝜏𝐷1
 𝜏𝐷2

 𝜏𝑎𝑣𝑔 𝑟𝐻 

[N4 1 1 1] 0.62 0.52 4.76 2.13 0.42 0.44 1.38 5.52 3.70 0.14 

[N4 1 1 2OH] 0.60 0.60 4.93 2.33 0.40 0.68 1.92 7.67 3.75 0.15 

[N4 1 2OH 2OH] 0.34 0.70 7.27 5.03 0.35 0.71 6.00 11.50 7.59 0.13 

[N4 2OH 2OH 2OH] 0.29 1.48 10.62 7.97 0.22 0.7 9.20 17.26 11.62 0.10 

Experimental Error = ± 5% 
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Abstract 

The work of this chapter has been undertaken with an objective to understand the 

intermolecular interaction, structural organization, and dynamics of two DES systems in the 

absence and presence of lithium salt so that the potential of these mixtures in electrochemical 

application can be realized. For this purpose, the steady-state and time-resolved fluorescence, 

EPR, and NMR behaviour of two DESs (ethaline and glyceline) and their mixture with lithium 

bis(trifluoromethylsulfonyl) imide (LiNTf2) has been investigated. Measurements of polarity 

through EPR technique have revealed that the polarities of DESs are close to aliphatic 

polyhydroxy alcohol and the polarities of the medium increase with the increase in lithium salt 

concentration. Studies on solvation dynamics have indicated that there is an increase in average 

solvation time with the increase in lithium salt concentration. Investigation of rotational 

dynamics of some selected fluorophore in these media has shown that addition of lithium salt 

significantly alters the nano/microstructural organization of both DESs. Further, measurements 

of the self-diffusion coefficient through NMR have also supported the perturbation of the 

nanostructural organization of the solvent systems by addition of lithium salts. Essentially, all 

of these investigations have suggested that addition of lithium salt significantly alters the 

microscopic behaviour of DESs. The outcome of this study is expected to be helpful in realizing 

the potential of these media for various electrochemical applications including application in 

lithium-ion battery. 

 

5.1. Introduction 

In recent times, deep eutectic solvents (DESs) have emerged as an alternative to both common 

organic solvents and ionic liquids (ILs).19, 20, 63, 64 DESs are similar to ILs in terms of 

characteristic physicochemical properties such as low vapor pressure, high viscosity, high 

thermal stability, etc.19, 20 However, DESs are found to be more advantageous over ILs due to 
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their low toxicity, biodegradability, availability of cheaper raw materials, and energy-efficient 

preparation.17, 21, 109, 110 Due to its environment-friendly nature, large electrochemical potential 

windows, and negligible water electrolysis capacity, they are expected to be very attractive 

candidates for electrochemical applications.142, 298 However, knowledge about the medium in 

terms of their structural organization, intermolecular interaction, and dynamics is very limited 

as compared to ILs, perhaps due to availability of very less number of literature for DES on the 

same issue. Hence, studies on DESs in the absence and presence of lithium salts are expected 

to provide valuable knowledge regarding the structural organization of DESs and their mixture 

with lithium salts, which will eventually be helpful in realizing the potential of these media 

toward electrochemical application including application in lithium-ion battery. 

Some experimental studies by exploiting fluorescence, small angle neutron scattering, 

NMR diffusion, and theoretical studies based on molecular dynamics (MD) simulation have 

been carried out to understand the structure and dynamics of DESs.161-167 Hossain and 

Samanta185 have employed steady-state and time-resolved fluorescence as well as fluorescence 

correlation spectroscopy to get insight into the microscopic structural organization of ethaline. 

In a separate work, they have also proposed the increase in both static and dynamic 

heterogeneity of the DESs with increase in chain length of the HBD.186 Furthermore, Kim and 

co-workers224 have also demonstrated similar type of medium heterogeneity for choline 

chloride-based deep eutectic solvent through photophysical studies. Biswas and co-workers173, 

176, while working on DESs (alkyl amide + electrolyte), have figured out the presence of both 

spatial and dynamic heterogeneity in the medium. In a different work, Anouti and co-

workers299 have studied the electrochemical behaviour of N-methylacetamide and lithium salts 

mixture with an objective to find out the suitability of these media for application in lithium 

battery. In a separate work on reline (urea + choline chloride) DES, Pandey and co-workers300 

have observed a decrease in lifetime of pyrene in the presence of lithium chloride. 
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The above discussions depict that, even though some studies have provided some 

information regarding the microscopic behaviour of neat DES media, the studies on the effect 

of lithium salt on the structural organization of DESs are inadequate. However, on the similar 

objective, structure breaking of ILs upon addition of Li salts has already been investigated, 

anticipating that the outcome of these studies can be very useful for using ILs in 

electrochemical application.301-303 

Considering all the above facts, we have made an attempt to understand the 

intermolecular interaction, microscopic structural organization, and solvent dynamics of two 

choline chloride-based deep eutectic solvents, namely, ethaline (choline chloride + ethylene 

glycol) and glyceline (choline chloride + glycerol), in the absence and presence of lithium 

bis(trifluoromethylsulfonyl) imide (LiNTf2) salt by exploiting steady-state and time-resolved 

fluorescence measurements. Additionally, EPR and NMR techniques have also been used to 

understand the behaviour of concerned media. The lithium salt (LiNTf2) has been chosen 

purposefully because of its good conductivity, large electrochemical windows, high solubility, 

high thermal stability, low toxicity, and low production cost as compared to other common 

lithium salts (LiPF6, LiClO4, LiBF4, LiAsF6, etc.) used for lithium-ion battery applications.304 

Steady-state spectral properties and EPR technique have been employed to estimate the polarity 

of the medium. Solvent dynamics of the (DES + Li salt) mixture have been investigated by 

TDDSS measurements. Time-resolved fluorescence anisotropy measurements have also been 

carried out to get an idea about the rotational dynamics and solute–solvent interaction of the 

concerned (DES + Li salt) mixture system. Self-diffusion coefficients of the constituents of 

DESs in the absence and presence of Li salts have also been determined employing the NMR 

technique. All the studies have indicated a significant change in the structural organization of 

both DES systems in the presence of lithium salt. The outcome of the present study is expected 

to help in understanding the kinship among the structure, intermolecular interaction, and 
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dynamics of these solvents, which would eventually facilitate the design and development of 

various such solvent systems for many electrochemical applications. 

 

Chart 5.1. Molecular structure of the components of DESs and the lithium salt used in the 

present study. 

 

5.2. Experimental Sections 

The detail about the synthesis of DESs have been provided in chapter 2. LiNTf2 was added 

to both synthesized DESs (up to 0.3 mole fraction in ethaline and up to 0.08 mole fraction in 

Glyceline, after the solution become saturated) keeping at least one mole fraction (0.05 mole 

fraction) common in both DESs and stirred for some time to completely mix them. Then the 

solvents were transferred into 2cm quartz cuvette and requisite amount of probe was added to 

prepare the solution (keeping absorbance below 0.3). All the cuvette were thoroughly sealed 

with septum and parafilm to avoid moisture intake. The details about different instrumental 

techniques (i.e., steady-state and time-resolved fluorescence, and NMR) and procedure for data 

analysis have been discussed in chapter 2. 

5.3. Results and Discussions 

5.3.1. Steady-State Spectral Measurements 

Figure 5.1 displays the steady-state absorption and emission spectra of a dipolar probe 

C153 in both ethaline and glyceline along with their mixture with lithium salt. Table 5.1 
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summarizes the absorption and emission maxima of C153 in the solvent systems. From Table 

5.1, it can be observed that there are no considerable changes in the absorption and emission 

maxima of C153 in both DESs in the neat condition and in the presence of lithium salts, 

indicating that the polarities of both DES are similar, and under the experimental condition, 

addition of lithium salt does not alter the polarity of DES media.105 

 

Figure 5.1. Normalized absorption (left side) and emission spectra (right side) of C153 in 

both DESs containing different mole fraction of lithium salt. 

 

Table 5.1. Absorption and Emission Maxima of C153 in DESs and DES + Li Mixture 

System λmax(abs) (nm) λmax(ems) (nm) 

Neat ethaline 429 540 

Ethaline + 0.05 m.f. LiNTf2 430 540 

Ethaline + 0.1 m.f. LiNTf2 430 541 

Ethaline + 0.2 m.f. LiNTf2 430 542 

Ethaline + 0.3 m.f. LiNTf2 431 542 

Neat Glyceline 431  539 

Glyceline + 0.05 m.f. LiNTf2 432 540 

Glyceline + 0.08 m.f. LiNTf2 432 540 

 

In this context, we would like to note that it is not always possible to find out the small 

change in the micropolarity of a given medium by monitoring only the steady-state spectral 
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properties of C153.213 For example, it has been found previously that for ionic liquids, the 

change in steady-state spectral properties of C153 could not distinguish the polarity of the given 

media.213 Subsequently, it has also been demonstrated for ILs and its mixture with organic 

cosolvents that a very small change in polarity of a given medium can be estimated 

quantitatively by monitoring the EPR spectra of the EPR active probe, TEMPO, in the 

concerned solvent systems.267 Therefore, the estimation of aN/G value of TEMPO in neat DES 

and (DES + Li salt) mixture is also expected to provide an idea about the polarity of the 

corresponding medium. Figure 5.2 represents the EPR spectra of TEMPO, along with the 

corresponding simulated spectra, in both DESs and DESs with different mole fractions of 

LiNTf2 salt. From Figure 5.2, we can notice that significant line broadening of the EPR signal 

has taken place upon addition of LiNTf2 salt to both DESs. The change in line shape of the 

EPR spectra clearly indicates the perturbation of the solvent upon addition of lithium salt. It 

has been demonstrated previously by Mladenova et al.269, and Akdogan et al.268, independently, 

that inhomogeneity of a medium is primarily responsible for the EPR line shape broadening. 

Therefore, in the present scenario, also the EPR line shape change in both DESs due to addition 

of LiNTf2 salt indicates the inhomogeneous nature of the medium. 

The ET(30) values for various known solvents270 are provided in Table 5.2, and the 

ET(30) values of the DESs and (DES + Li) mixture are estimated according to the procedure 

illustrated in chapter 3A (Section 3A.3.1) . Figure 5.3 represents the plot of aN/G versus ET(30) 

for various solvent systems. From Table 5.2, it can be noticed that the polarity of glyceline is 

greater as compared to that of ethaline. This is quite in accordance with the higher polarity of 

glycerol as compared to ethylene glycol. Furthermore, with addition of lithium salt to both the 

DESs, an increase in ET(30) values has been observed, which indicates the increase in polarity 

of the medium. Essentially, the present EPR data demonstrate that the polarities of both the 

solvents (DESs) are closed to aliphatic polyhydroxy alcohol. 
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Figure 5.2. EPR spectra of TEMPO in both DESs in the absence and presence of LiNTf2. 

 

Table 5.2. The 𝑎𝑁/𝐺 value of TEMPO in DESs and molecular solvents and their estimated 

ET(30) values 

Solvents 𝒂𝑵/𝑮 ET(30)/kcalmol-1 

Ethaline 16.31 ± 0.012 58.6 ± 0.015 

Ethaline + 0.05 m.f.LiNTf2 16.33 ± 0.011 58.8 ± 0.017 

Ethaline + 0.1 m.f.LiNTf2 16.37 ± 0.012 59.3 ± 0.015 

Ethaline + 0.2 m.f.LiNTf2 16.41 ± 0.018 59.8 ± 0.017 

Ethaline + 0.3 m.f.LiNTf2 16.47 ± 0.012 60.6 ± 0.012 

Glyceline 16.46 ± 0.015 60.5 ± 0.015 

Glyceline + 0.05 m.f.LiNTf2 16.49 ± 0.010 60.9 ± 0.014 

Glyceline + 0.08 m.f.LiNTf2 16.50 ± 0.014 61.0 ± 0.017 

[OHEMIM][NTf2] 16.56 ± 0.016 62.2 ± 0.018 

[BMIM][NTF2] 16.03 ± 0.019 52.5 ± 0.02 

Ethylene glycol 16.24 ± 0.017 56.3 ± 0.015 
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Figure 5.3. Plot of 𝑎𝑁/𝐺 vs. ET(30) values of TEMPO in both DES and HFILs vs. ET(30) 

values of TEMPO in both DESs in absence and presence of LiNTf2. The black square indicates 

the values corresponding to known solvents. 

 

Like polarity, microheterogeneous behavior is also an important physical attribute of 

the medium as physicochemical properties and the microheterogeneous nature of the given 

media are intricately related to each other.168, 196, 213 Therefore, it is important to understand the 

microheterogeneous behavior of the different solvent systems employed in the study. 

Particularly, it is essential to know whether the Li+ ion can influence the microheterogeneous 

nature of DESs. To achieve this, excitation wavelength (λ𝑒𝑥 ) dependence of fluorescence 

maxima (𝜆𝑒𝑚
𝑚𝑎𝑥) of a suitable fluorescent solute molecule in those media is investigated. We 

would also like to note here that studies on excitation wavelength-dependent fluorescence 

measurements are a simple but useful method to qualitatively demonstrate the presence of 

spatial heterogeneity in a given liquid system.168 It is well known that, if the medium is 

microheterogeneous, the molecule with shorter lifetime shows a progressive red shift of the 

𝜆𝑒𝑚
𝑚𝑎𝑥 with an increase in the λ𝑒𝑥 , and by estimating the total shift in the emission maxima, one 

would be able to qualitatively assess the medium heterogeneity. In the current study, to know 

the microheterogeneous behavior of DES solvent systems and the effect of Li+ salt on the 

microheterogeneity of the medium, the λ𝑒𝑥  dependence of fluorescence behavior of 2-amino-
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7-nitrofluorene (ANF) (𝜏𝑓 < 50 ps)168 is carried out in both the DES media in the absence and 

presence of lithium salt. The solute ANF is chosen decisively because of its very short excited-

state lifetime as compared to C153 (𝜏𝑓 ≈ 4.2 ns in ethanol) so as to observe the emission from 

different unrelaxed states of the solute molecule and get more insight into the 

microheterogeneity of the solvent systems. From Figure 5.4, it can be observed that, for all the 

solvent systems upon gradual increase in λ𝑒𝑥 , the 𝜆𝑒𝑚
𝑚𝑎𝑥 of ANF is increased, but total shift in 

the 𝜆𝑒𝑚
𝑚𝑎𝑥 is estimated to be different for different systems. For example, in neat ethaline, upon 

going from λ𝑒𝑥  = 380 to 520 nm, the total shift in emission maximum is estimated to be only 9 

nm, whereas the same in the (ethaline + 0.2 mole fraction of lithium salt) mixture is found to 

be 15 nm. On the other hand, in the glyceline medium, the total shift in emission maximum is 

observed to be 20 nm. This observation indicates that the neat DESs and (DESs + Li) salt 

mixture, used in the current study, are spatially heterogeneous and the heterogeneity is greater 

for the glyceline medium. Therefore, though this study cannot provide an exact length scale of 

spatial heterogeneity of the sample, but it certainly gives a qualitative idea about the medium 

heterogeneity. 

 

Figure 5.4. Plots of λ𝑒𝑥  versus 𝜆𝑒𝑚
𝑚𝑎𝑥  of ANF at 298 K of both DESs medium in the absence 

as well as in presence of LiNTf2. 
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5.3.2. Solvation Dynamics  

Since the study of dynamics of solvation provides information regarding the dynamical 

behaviour of a solvent system, which, in turn, relates to chemical reactivity of a solute 

molecule, it is important to understand the solvent relaxation dynamics of both DESs in the 

neat condition and in the presence of lithium salt. For this purpose, the TDDSS of the 

fluorescence spectra of C153 in the concerned solvent systems has been monitored 

extensively.197-207 To study this phenomenon, wavelength-dependent fluorescence intensity 

decays of C153 in the concerned solvent systems have been collected. A faster decay at shorter 

wavelength and growth followed by decay at longer wavelength signifies the process of 

solvation (Figure 5.5).197-207  

 

Figure 5.5.  (a), (b) Fluorescence decay of C153 at three different wavelengths in both DESs 

and (c), (d) TRES plots for both DESs in neat condition. 

(a) Ethaline (b) Glyceline 

(c) Ethaline (d) Glyceline 
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After this, the TRES plots are constructed by following the standard protocol as 

mentioned in Chapter 2.198-200 Representative TRES plots for both DESs in the neat condition 

are provided in Figure 5.5 (c & d). The gradual red shift of the emission maxima with time has 

indicated the process of solvent relaxation. Furthermore, a continuous decrease in the fwhm of 

the TRES plots with time has been observed for both DESs in the absence and presence of 

lithium salt, which evidently advocated the stabilizing effect of the solvent systems on the 

excited state of the dipolar solute molecule.198-200 This time-dependent change in spectral width 

reflects the change in the solvent environment. Moreover, due to the solute-solvent interaction, 

the shape of the potential energy surface changes, leading to the narrowing of the spectral 

width, which is a common feature of solvent relaxation.198-207, 212-218  

Now, the peak frequencies (emission maxima) obtained from the log-normal fitting 

(equation 2.12) of the TRES plot are used for the calculation of solvent correlation function 

(C(t)) (equation 2.13). Figure 5.6 represents the plot of spectral shift correlation function C(t) 

versus time for both DESs in the neat condition as well as with various (DES + Li salt) 

mixtures. The C(t) versus time plot can provide a qualitative idea about the time-dependent 

Stoke shift of C153. The relevant solvent relaxation parameters obtained from both the 

biexponential fit (equation 2.14) and stretched exponential fit (equation 2.15) of the C(t) versus 

time plot are collected in Table 5.3. From Table 5.3, we can see that the 〈𝜏𝑠〉 value obtained 

from biexponential fits and stretched exponential fits are very similar for the ethaline medium, 

but for the glyceline medium, a little difference is observed. In the case of ionic liquids, 

previously, it has been shown by Samanta214, 281 and by our group240, 280 independently, that 

ionic liquids also exhibit a similar kind of biphasic solvation behaviour, having faster and 

slower components. Das and Biswas175, while working on choline chloride urea-based DES, 

have also observed biphasic solvation behaviour of the dipolar probe C153. Here, it is worth 
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mentioning that due to finite resolution (40 ps) of the experimental setup (TCSPC), a 

considerable portion of the solvation component, which is very fast (ultrafast), cannot be 

observed.221 It may be noted that, for ILs, also an ultrafast solvation component has been 

observed. In the present study, for the ethaline medium, the missing solvation component is 

estimated to be nearly 30–40% (equation 2.19), whereas the same for the glyceline medium is 

10%. The lowering of the ultrafast solvation component for the highly viscous glyceline 

medium indicates that the dipolar rotation of solvent molecules plays an important role in the 

ultrafast component of solvation.209 Sarkar and co-workers239 have previously shown through 

NMR and fluorescence studies that the ultrafast component can be linked to dipolar rotation of 

the solvent molecule. For ionic liquids, it has also been suggested that the fast component is 

due to the immediate response of the ions, and this motion is independent of another. The slow 

component, which is viscosity-dependent, represents the complex dynamical process involving 

structural reorganization and deformation as supported by simulation studies. Since the present 

DESs resemble ionic liquids physicochemically, a similar kind of relaxation process is believed 

to be occurring in DES. 

 

Figure 5.6. Spectral shift correlation function C(t) decay with time for C153 in ethaline and 

glyceline in absence and presence of LiNTf2 at 298K. The solid line represents biexponential 

fit to the data point. 
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Table 5.3. Solvation relaxation parameters of both DESs with varying concentration of LiNTf2 

at 298K 

 

System/(viscosity in 

cP) 

bi-exponential fit Stretched exponential fit 

𝑎1 𝜏1 

(ns) 

𝑎2 𝜏2(ns) 〈𝜏𝑠〉 
(ns) 

β 𝜏𝑠𝑜𝑙𝑣 

(ns) 

〈𝜏𝑠𝑡〉(ns) 

Ethaline/ 

(38.8) 

 

0.82 0.11 0.18 0.34 0.16 0.90 0.14 0.16 

Ethaline + 0.05 m.f. 

LiNTf2 /(51) 

 

0.78 0.12 0.22 0.38 0.18 0.86 0.17 0.18 

Ethaline + 0.2 m.f. 

LiNTf2 /(116) 

 

0.70 0.15 0.30 0.73 0.32 0.77 0.27 0.32 

Glyceline/ 

(345.7) 

 

0.63 0.15 0.37 1.20 0.54 0.69 0.36 0.46 

Glyceline + 0.05 

m.f. LiNTf2 /(377.8) 

 

0.61 0.18 0.39 1.26 0.60 0.67 0.45 0.58 

Glyceline + 0.08 

m.f. LiNTf2 /(409.9) 

 

0.60 0.27 0.40 1.46 0.68 0.67 0.56 0.74 

 

While analyzing the observable dynamics, we have found that the 〈𝜏𝑠〉 value of the 

ethaline medium is significantly less as compared to that in the glyceline medium (Table 5.3). 

This has happened due to higher bulk viscosity of the glyceline medium. Interestingly, upon 

addition of lithium salt, a gradual increase in 〈𝜏𝑠〉 for both DESs has been observed, which is 

also in accordance with the increase in bulk viscosities of these media. More interestingly, upon 

careful look, we can see from Table 5.3 that the contribution of the slower component increases 

gradually with an increase in the concentration of lithium salt. Here, we would like to note that, 

previously, it has been suggested that the fast component is associated with the relaxation of 

the local DES structure (nonhydrodynamic movement), whereas the slower component can be 

linked to the relaxation of the bulk hydrogen bonding network.224 In view of this, we can infer 

that the reason for the increase in the contribution of the slower component can be attributed 
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to the formation of the hydrogen bonding network through the involvement of the NTf2
– anion 

of LiNTf2 salt. 

For the electrolytic application of a medium, the conductivity of the medium plays a 

pivotal role which in turn depends upon the diffusion coefficient of the cation and anion. From 

the well-known Nernst-Einstein equation, conductivity (𝜎) and diffusion coefficient (D) are 

related by the equation 

    𝜎 =
𝑛𝑒2𝐷

𝑘𝑇
      (5.1) 

where n is the number density of charge carrier, e represents electronic charge and k is the 

Boltzmann constant, and T is the absolute temperature. Furthermore, the diffusion coefficient 

is inversely proportional to the viscosity of the medium, which is given by Stokes-Einstein 

equation (𝐷 =
𝑘𝑇

6𝜋𝜂𝑟
, equation 3A.2). By comparing equation (5.1) and (3A.2), it can be 

concluded that conductivity and viscosity follows a reciprocal relation. Hence, by lowering the 

viscosity, the electrical conductivity of a medium can be increased. Recently Maroncelli and 

Co-workers218 have shown that the average solvation time and electrical conductivity of a 

medium are intricately related to each other. Through dielectric continuum model, they have 

shown that faster solvation (smaller 〈𝜏𝑠〉) favours the electrical conductivity of a medium. 

Looking at Table 5.3, we can see that for ethaline medium, both viscosity, as well as average 

solvation times are smaller as compared to glyceline medium. Further with addition upto 0.2 

mole fraction of lithium salt to neat ethaline, the increase in 〈𝜏𝑠〉  value observed to be not very 

large (~ 0.16 ns) than that for neat ethaline. Moreover, and the 〈𝜏𝑠〉 of these solvent system 

found to be low as compared to ILs and ILs + LiNTf2 mixture.272  These observations suggest 

that as compared to ILs ethaline medium containing lithium salt has the potential to serve as a 

relatively better medium for electrolytic applications. 
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5.3.3. Rotational Relaxation Dynamics 

In order to get further insight into the microenvironment surrounding a probe solute, the time-

resolved fluorescence anisotropy measurement has been performed in all the concerned solvent 

systems by employing three different probe solutes. In the present study also, the choice of the 

three probes is primarily governed by the fact that depending on different chemical 

characteristics of the probe molecule, they locate themselves in different regions of a particular 

solvent system, which, in turn, may allow us to probe those selective micro-regions (polar, non-

polar) of the concerned solvent system.229, 274  

5.3.3.1. C153: The fluorescence anisotropy decay profile of C153 in ethaline at 298 K is 

provided in Figure 5.7(a), and the rotational relaxation time (𝜏𝑟) of C153 in both DESs in the 

absence and presence of lithium salt are collected in Table 5.4 & Table 5.5. From the tables, it 

can be observed that, for both DESs, at a particular temperature, the 𝜏𝑟 value of C153 is found 

to increase with an increase in mole fraction of lithium salt. This has happened due to the 

increase in bulk viscosity of the medium upon addition of lithium salt. Again, for a particular 

solvent system, with an increase in temperature, 𝜏𝑟 value is found to decrease. The decrease in 

𝜏𝑟 value in all media with an increase in temperature is consistent with the lowering in the bulk 

viscosity of the corresponding medium. Upon careful inspection of Table 5.5, we can also see 

that upon going from neat ethaline to (ethaline + lithium salt (0.3 mole fraction)) mixture, the 

increase in bulk viscosity is estimated to be ∼4 times, whereas the 𝜏𝑟value is found to increase 

only by ∼2 times. This observation indicates that microviscosity felt by the probe in the media 

is different from the bulk viscosity of the media. This relatively faster rotation of C153 also 

reflects the lowering in solute-solvent interaction in (DESs + Li) salt mixture as compared to 

that in only neat DESs. The relatively larger increase in 𝜏𝑟 value of C153 in glyceline than that 

in ethaline can be attributed to the higher viscosity of the latter than the former. It has been 
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noticed that with addition of lithium salt to the glyceline medium, no significant change in 𝜏𝑟 

value in the medium has been observed. 

 

Figure 5.7. Time-resolved fluorescence anisotropy decay for C153, perylene and MPTS in 

ethaline in the absence and presence of LiNTf2 at 298 K.  

 

Table 5.4. Rotational relaxation parameter of different probes in glyceline. 

System η (cP)/T (K) C153 Perylene MPTS 

𝜏𝑟 (ns) 𝐶𝑜𝑏𝑠 𝜏𝑟 (ns) 𝐶𝑜𝑏𝑠  𝜏𝑟 (ns) 𝐶𝑜𝑏𝑠  

 

Neat 

Glyceline 

 

345.7/(298) 11.07  

 

 

0.40 

3.2  

 

 

0.13 

18.7  

 

 

0.68 

242.3/(303) 8.84 2.51 14.2 

180.5/(308) 7.01 2.14 11.81 

100.7/(318) 4.4 1.58 8.38 

60.2/(328) 2.77 1.18 6.02 

 

Glyceline 

+ 0.05 

m.f. 

LiNTf2 

 

377.8/(298) 11.79  

 

 

0.41 

3.35  

 

 

0.12 

22.15   

 

 

0.57 

265.7/(303) 10.07 2.76 17.7 

191.5/(308) 7.49 2.2 14.1 

106.7/(318) 4.7 1.65 10.67 

63.7/(328) 2.96 1.26 7.19 

 

Glyceline 

+ 0.08 

m.f. 

LiNTf2 

409.9/(298) 12.36  

 

 

0.41 

3.54  

 

 

0.13 

23.41  

 

 

0.50 

285.1/(303) 10.36 2.95 18.43 

205.4/(308) 8.38 2.35 15.4 

113.8/(318) 4.97 1.76 11.78 

66.3/(328) 3.2 1.3 7.88 
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Table 5.5. Rotational relaxation parameter of different probes in ethaline. 

System η (cP)/T (K) C153 Perylene MPTS 

 

 

Neat 

Ethaline 

 𝜏𝑟 (ns) 𝐶𝑜𝑏𝑠  𝜏𝑟 (ns) 𝐶𝑜𝑏𝑠  𝜏𝑟 (ns) 𝐶𝑜𝑏𝑠  

38.8/(298) 2.36  

 

0.65 

0.99  

 

   0.30 

4.77  

 

1.29 

30.8/(303) 1.92 0.82 4.00 

24.7/(308) 1.58 0.70 3.38 

16.7/(318) 1.10 0.51 2.43 

12.3/(328) 0.82 0.36 1.82 

Ethaline 

+ 0.05 

m.f. 

LiNTf2 

51/(298) 2.75  

 

0.59 

1.15  

 

   0.27 

5.98  

 

1.31 

37.9/(303) 2.18 0.92 5.01 

31.4/(308) 1.79 0.80 4.40 

20.9/(318) 1.22 0.57 3.14 

14.2/(328) 0.88 0.40 2.20 

Ethaline 

+ 0.1 m.f. 

LiNTf2 

68/(298) 3.43  

 

0.55 

1.25  

 

0.22 

7.67  

 

1.24 

52.2/(303) 2.68 1.02 6.27 

41.9/(308) 2.20 0.88 5.33 

27.5/(318) 1.54 0.62 4.00 

18.3/(328) 1.07 0.44 2.80 

Ethaline 

+ 0.2 m.f. 

LiNTf2 

116/(298) 4.69  

 

0.45 

1.66  

 

0.18 

10.28  

 

1.07 

88.1/(303) 3.71 1.31 8.94 

69.7/(308) 3.10 1.10 7.73 

35.1/(318) 2.05 0.77 5.26 

28.9/(328) 1.45 0.58 4.21 

Ethaline 

+ 0.3 m.f. 

LiNTf2 

172.7/(298) 5.77  

 

0.40 

2.14  

 

0.16 

15.26  

 

1.05 

128.2/(303) 4.77 1.74 13.15 

100.7/(308) 3.90 1.40 11.74 

61.5/(318) 2.58 0.94 8.84 

39.2/(328) 1.80 0.76 6.02 
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Figure 5.8. log- log plot of τr versus η/T of C153 (a), (b); Perylene (c), (d) and MPTS (e), (f). 

Left side panel is for ethaline and right-side panel is for glyceline. Different mole fraction of 

LiNTf2 added to both DESs are shown in the legends. Solid Brown and green line represent 

the slip and stick boundary condition respectively. Solid black line represents linear fit to the 

data points. 

 

In order to get further insight into the rotational behaviour of C153 in these given media, 

the time-resolved fluorescence anisotropy data has been analyzed based on Stokes-Einstein-

(f) MPTS 

(a) C153 

(b) C153 

(c) Perylene 

(d) Perylene 

(e) MPTS 
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Debye (SED) hydrodynamic theory.193, 232, 277 Figures 5.8(a)&(b) represent the log-log plot of 

𝜏𝑟 versus η/T of C153 in both DESs respectively. From Figure 5.8, we can observe that the 

rotation of C153 in both media in neat condition as well as in the presence of lithium salts, falls 

within the broad limits predicted by the SED theory. However, it can also be noticed from the 

plot that the rotational dynamics of C153 in both DESs are somewhat different from one 

another. This change in the rotational behaviour of C153 in these media is also reflected in the 

estimated 𝐶𝑜𝑏𝑠 values. For ethaline medium, with increase in the concentration of lithium salt, 

a gradual decrease in the 𝐶𝑜𝑏𝑠 value is observed, whereas for glyceline medium, the value of 

𝐶𝑜𝑏𝑠 remains almost the same throughout (Table 5.5).  

Further analysis of the rotational behaviour of C153 in both aforesaid media has also 

been done in light of the empirical relation175-185 𝜏𝑟  = 𝐴(𝜂/𝑇)𝑝, as this can provide an idea 

about the dependence of 𝜏𝑟   to η/T, where both A and p are constant. Hence, the departure of 

the exponent p from unity signifies the extent of non-linearity in the 𝜏𝑟  versus η/T plot. This 

fractional dependence of viscosity to rotational relaxation time has been attributed to the 

viscosity-diffusion decoupling of the solute molecule in the concerned solvent systems. It has 

been already mentioned in previous chapters that the decoupling of rotational motion of solute 

with the medium viscosity happens due to heterogeneity of the medium. Table 5.6 summarizes 

the fitted value of A and p. From the table, it can be seen that the deviation of p value from 

unity is more in case of glyceline medium (p = 0.76) as compared to ethaline medium (p = 

0.85). Interestingly, with addition of lithium salts to both media, more departure of p value 

from unity is observed (Table 5.6). This clearly suggests that addition of higher amount of 

lithium salt induces more dynamic heterogeneity in the medium. 
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Table 5.6. Parameters A and p obtain from the fits of log <𝜏𝑟>  vs log <η/T> 

System C153 Perylene MPTS 

A p A p A p 

Ethaline 

 

13.5 ± 

0.01 

0.85 ± 

0.01 

5.14 ± 

0.04 

0.80 ± 

0.04 

23.45 ± 

0.02 

0.77 ± 

0.02 

Ethaline + 0.05 m.f. 

LiNTf2 

12.33 

± 0.02 

0.84 ± 

0.02 

4.47 ± 

0.02 

0.76 ± 

0.02 

22.95 ± 

0.04 

0.73 ± 

0.03 

Ethaline + 0.1 m.f. 

LiNTf2 

11.5 ± 

0.01 

0.82 ± 

0.01 

3.81 ± 

0.01 

0.74 ± 

0.01 

21.89 ± 

0.02 

0.70 ± 

0.02 

Ethaline + 0.2 m.f. 

LiNTf2 

10.00 

± 0.01 

0.79 

±0.01 

3.17 ± 

0.02 

0.71 ± 

0.02 

19.5 ± 

0.02 

0.63 

±0.03  

Ethaline + 0.3 m.f. 

LiNTf2 

8.95 ± 

0.02 
0.75 ± 

0.02 

3.02 ± 

0.02 

0.67 ± 

0.04 

19.97 ± 

0.01 

0.57 ± 

0.01 

Glyceline 10.25 

± 0.01 

0.76 ± 

0.02 

3.02 ± 

0.02 

0.53 ± 

0.01 

16.6 ± 

0.01 

0.60 ± 

0.02 

Glyceline + 0.05 m.f. 

LiNTf2 

10.5 ± 

0.01 

0.75 ± 

0.04 

3.81 ± 

0.01 

0.52 ± 

0.02 

19.1 ± 

0.01 

0.58 ± 

0.02 

Glyceline + 0.08 m.f. 

LiNTf2 

10.5 ± 

0.02 

0.72 ± 

0.04 

4.47 ± 

0.01 

0.52 ± 

0.01 

19.5 ± 

0.01 

0.55 ± 

0.03 

 

5.3.3.2. Perylene. Figure 5.7 provides the fluorescence anisotropy decay profile of a non-polar 

probe perylene in ethaline in the absence and presence of lithium salts at 298K, and the 

𝜏𝑟  values of perylene in both DESs in neat as well as after the addition of lithium salts are also 

collected in Table 5.4 and Table 5.5. From Figure 5.7, we can see that the rotation of perylene 

is much faster as compared to C153 and MPTS (vide infra), indicating that the solute-solvent 

interaction is relatively less than that for the other two probes. From the tables, we can also see 

that upon going from ethaline to glyceline, the bulk viscosity increases by nearly 10 times while 

the increase in 𝜏𝑟   values is estimated to be just above 3 times. This faster rotation of perylene 

in glyceline medium as compared to that in ethaline medium indicates the significant 

differences in the microscopic structural organization of both DESs. It may be noted here that 

Lawler et al.303 have also reported the faster rotational diffusion of perylene in [BMIM][Tf2N]-

LiTf2N mixture with increase in lithium salt concentration. The authors have rationalized the 
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faster diffusion of perylene with increase concentration of lithium salt in the ionic liquids by 

considering the change in the structural organization of ionic liquids upon addition of lithium 

salt. From the log-log plot of 𝜏𝑟  versus (η/T) (Figures 5.8(c)&(d)) for ethaline and glyceline 

medium we can see that the rotational relaxation time falls well within the limits as predicted 

by SED theory. However, on careful inspection of the SED plot of perylene, it can be observed 

that the rotation of perylene is getting faster with an increase in the lithium-ion concentration 

in ethaline whereas 𝜏𝑟 value almost remains same with respect to glyceline. This fact is also 

evident from the estimated 𝐶𝑜𝑏𝑠  value also. For example, addition of 0.3 mole fraction of 

lithium salt to ethaline, the 𝐶𝑜𝑏𝑠  value become half of neat ethaline (𝐶𝑜𝑏𝑠  = 0.26) at 298K. 

However, with addition of 0.08 mole fraction lithium salt to glyceline the 𝐶𝑜𝑏𝑠 value almost 

remains unchanged. This clearly depict that addition of lithium salt to both systems induces 

different structural changes due to which perylene experiences different microenvironment for 

different (DES + Li salt) mixture solvent systems.  

5.3.3.3. MPTS. MPTS being a charged species generally located in the polar region and has 

the ability to form hydrogen-bonding interactions with the solvent molecule. From the 

fluorescence anisotropy decay curve (Figure 5.7), one can see that the rotational diffusion of 

MPTS is significantly slower as compared to perylene. For example, the 𝜏𝑟 value is observed 

to increase nearly by a factor of ~ 5 upon going from perylene to MPTS in ethaline medium.  

The slower rotation of MPTS as compared to perylene in ethaline indicates that solute-solvent 

interaction is more for the former than the latter. Furthermore, there is ~ 9 folds increase in 

viscosity upon going from ethaline to glyceline, whereas the increase in 𝜏𝑟  value of MPTS is 

~ 4 folds. This indicates that MPTS experiences less amount of solute-solvent interaction in 

glyceline medium as compared to that in ethaline medium. This observation subsequently 

signifies that solvent-solvent interaction is more in glyceline medium, whereas solute-solvent 
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interaction is more in ethaline medium. In order to get more idea regarding the rotational 

behaviour of MPTS in (DES + Li salt) mixture, data have been analyzed by SED hydrodynamic 

theory. The log-log plot of 𝜏𝑟  versus η/T, along with the stick and slip line of MPTS, are 

provided in Figures 5.8(e)&(f) for both ethaline and glyceline medium. From Figures 

5.8(e)&(f), it can be observed that for ethaline medium the experimentally calculated 𝜏𝑟 value 

lies above the stick line. But for glyceline medium, the experimental 𝜏𝑟 value lies below it, but 

is more close to the stick line. When the experimental 𝜏𝑟 lies above the stick line, it is called as 

superstick behaviour in hydrodynamic terminology.233 This superstick behaviour generally 

arises due to strong solute-solvent interaction. Similar kind of superstick behaviours have also 

been observe in case of room temperature ionic liquids have also been observed by different 

groups.226, 227, 229-231, 233, 276 Furthermore, Samanta and co-worker185, while working on ethaline 

also encountered the superstick behaviour of both Rhodamine123 and Fluorescein. The authors 

have attributed the superstick behaviour of these probes to specific solute-solvent interactions, 

such as hydrogen bonding interaction between these probe molecules and the constituents of 

ethaline. Therefore, in the present scenario, the hindered rotation of MPTS perhaps is also 

suggesting the strong solute-solvent interaction between the sulphite groups of MPTS with the 

constituent of DES. Moreover, the increase in 𝐶𝑜𝑏𝑠 value of MPTS for ethaline medium with 

the increase in lithium salt concentration indicates the increase in specific solute-solvent 

interaction between solute and solvent molecules. 

5.3.4. PFG-NMR Studies  

To explore a more detailed understanding about the mobility of different components present 

in the DES pulse field gradient (PFG) NMR technique has also been employed in the present 

work. This experiment is done to measure the translational diffusion coefficients (D) of the 

DES and (DES+ Li salt) mixture independently. Measurement of D value not only provides 
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idea about the shape, size, and mass of the diffusive species but also indicates the cationic-

anionic interaction and microscopic structural organization of the solvent system.163, 164, 247, 277 

Table 5.7. Estimated translational diffusion coefficient of DESs with varying mole fraction of 

LiNTf2
 

System D × 10-11  m2/s 

298 K 308 K 318 K 

Ethaline 2.2 3.38 4.99 

Ethaline + 0.05 m.f. LiNTf2 1.97 3.04 4.57 

Ethaline + 0.1 m.f. LiNTf2 1.54 2.37 3.63 

Ethaline + 0.2 m.f. LiNTf2 1.08 1.81 2.8 

Ethaline + 0.3 m.f. LiNTf2 0.65 1.16 1.79 

Glyceline 0.40 0.76 1.35 

Glyceline + 0.05 m.f. LiNTf2 0.34 0.67 1.2 

Glyceline + 0.08 m.f. LiNTf2 0.32 0.63 1.12 

 

 

 Figure 5.9. Temperature-dependent variation of the self-diffusion coefficients of neat DES 

and (DES + Li salt) mixture. 

 The values of D for both DESs in the absence and presence of LiNTf2 at various 

temperatures are measured by fitting the data through Stejskal−Tanner equation.264 Since 

choline cation is common in all solvent systems under consideration, its diffusion coefficients 



Chapter 5 

 

189 | P a g e  
 

have been monitored and are collected in Table 5.7. The D values (Table 5.7) obtained for both 

DESs are consistent with previously reported value.163, 164 Further, we can see that for all 

solvent systems, the D value increases with increase in temperature which can be ascribed to 

the lowering of viscosity of the medium. With addition of lithium salt to both medium there is 

a lowering of D value which is also in accordance with the increase in bulk viscosity of the 

medium. However, it is interesting to note that the change in D value for both DESs with 

viscosity does not follow linear correlation. For example, upon going from ethaline to glyceline 

the viscosity change is nearly ~ 10 times, whereas the decrease in D value is found to be smaller 

than 5 times. This disproportionate change in D value with bulk viscosity of the medium clearly 

indicates the dissimilarities in the microscopic structural organization of the DESs. The lower 

diffusion coefficient of glyceline than ethaline is accounted for the presence of more extensive 

hydrogen bonding network between the HBD and HBA as well as within the HBD itself.163-164 

5.3.5 Arrhenius Behaviour 

In order to get an idea about the rate of change of translational and rotational diffusion as well 

as viscous flow of the (DES + Li salt) mixture with respect to temperature, the data have been 

further analysed through Arrhenius equation. Similar analysis are often found to be useful for 

various ILs and DESs solvent systems.163, 164, 272  Fitting of the data through Arrhenius equation 

provide the value of activation energy for viscous flow, translational and rotational diffusion 

which in turn provide information regarding the microenvironment of the diffusive species. 

The temperature dependence of translational diffusion and viscous flow are usually fitted by 

employing Arrhenius equation.64  The rotational relaxation time (𝜏𝑟) of C153 (Table 5.4 & 

Table 5.5) in neat DES as well as in presence of lithium salt at various temperatures have also 

been analysed through Arrhenius equation.272  
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Figure 5.10. Arrhenius fitting to (a) translational diffusion coefficient, (b) Viscosity (c) 

rotational diffusion coefficient of C153 in both DESs. 

Table 5.8. Activation energy for viscous flow (Eη), translational Diffusive flow of choline 

cation,(𝐸𝐷,𝐶𝐻+) and Rotational diffusive flow (𝐸𝑟) for C153 in DESs and DES + Li Mixture 

System Viscous flow (𝑬𝜼) 

(kJ/mol) 

Translational Diffusive 

flow (𝑬𝑫,𝑪𝑯+ ) 

(kJ/mol) 

Rotational diffusive 

flow 𝑬𝒓(kJ/mol) for 

C153 

Ethaline 33.16 ± 0.40 31.87 ± 0.50 28.74 ± 0.60 

Ethaline + 0.05 m.f. 

LiNTf2 

35.05 ± 0.70 

 

33.22 ± 0.37 30.79 ± 0.58 

Ethaline + 0.1 m.f. 

LiNTf2 

35.32 ± 0.66 33.61 ± 1.40 31.04 ± 0.66 

Ethaline + 0.2 m.f. 

LiNTf2 

38.10 ± 0.46 37.82 ± 1.60 31.77 ± 0.48 

Ethaline + 0.3 m.f. 

LiNTf2 

40.29 ± 0.77 40.01 ± 1.51 31.90 ± 0.43 

Glyceline 48.65 ± 0.94 47.44 ± 0.75 37.64 ± 0.65 

Glyceline + 0.05 m.f. 

LiNTf2 

49.72 ± 0.95 48.04 ± 0.69 38.29 ± 1.34 

Glyceline + 0.08 m.f. 

LiNTf2 

50.23 ± 0.96 48.32 ± 0.74 37.52 1.54 

 

Figures 5.10(a)&(b) represents the Arrhenius behaviour in terms of diffusion coefficients 

(D) and viscosity (η) respectively. Table 5.8 collects the activation energy values that are 

estimated separately for both diffusive and viscous flow. Form Table 5.8 it can be seen that for 

all DES the activation energies for viscous flow are little higher than the activation energies 
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for translational diffusive flow. However, for rotational diffusion, the activation energy is 

comparatively low. This indicates that the translational diffusion is more closely associated 

with the viscosity of the medium as compared to rotational diffusion of a probe molecule. 

Furthermore, with increase in lithium salt concentration, the deviation of activation energy of 

rotational diffusion from the activation energy of bulk viscosity of the medium has also found 

to increase. These observations also supports the fact that the structural organisation of both 

media are different and addition of lithium salts also change the microstructural organisation 

of the media.   

5.4. Conclusion 

In the present report the behaviour of two deep eutectic solvents in their neat condition and 

their mixture with lithium salt have been investigated through several spectroscopic techniques 

such as steady state, time resolved fluorescence, EPR and NMR measurements so as to realise 

the potential of these solvent systems as electrolytic media for electrochemical uses. Several 

interesting results have been obtained from these studies. EPR spectral measurements have 

revealed that the polarities of the medium are closed to aliphatic poly-hydroxy alcohol and 

polarity of the medium found to increase with increase in the concentration of lithium salt. 

Studies on dynamic of solvation have shown an increase in average solvation time with 

increase in concentration of lithium salt. Interestingly, correlation of average solvation time 

and conductivity of the concerned media have indicated that ethaline, as compared to glyceline, 

may serve as a relatively better candidate for electrochemical uses. Investigation of rotational 

dynamics through time resolved fluorescence anisotropy and measurements of self-diffusion 

coefficient through NMR of both DESs have suggested significant perturbation in the structural 

organisation of these solvent systems in presence of lithium salt. The present study demonstrate 

that the structural organisation of both ethaline and glyceline are significantly different from 
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each other and addition lithium salt considerably perturb the nano/micro structural organisation 

of the solvent systems. The outcome of present study is expected to be helpful to understand 

the microscopic behaviour of (DES + Li salt) mixtures and thereby enable us to realise the 

potential of these media in electrochemical applications including application in lithium-ion 

battery. 
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Abstract 

Although deep eutectic solvents (DESs) are regarded as useful substitutes for both ionic liquids 

and common organic solvents for storage and applications of biomolecules, it is still unclear 

whether all DESs or only specific types of DES will be suitable for the said purpose. In view 

of this, the work of the present chapter aims to report on the structure and conformational 

dynamics of BSA in the presence of two DESs, namely Ethaline (Choline chloride: ethylene 

glycol) and BMEG (benzyltrimethyl ammonium chloride: ethylene glycol), having the same 

hydrogen bond donor but with distinct hydrogen bond acceptor, so that how small changes in 

one constituent of a DES alter the protein-DES interaction at the molecular level can be 

understood. The protein-DES interaction is investigated by exploiting both ensemble-averaged 

measurements like steady-state and time-resolved fluorescence spectroscopy, circular 

dichroism (CD) spectroscopy, and single-molecule measurement technique like fluorescence 

correlation spectroscopy (FCS). Interestingly, the results obtained from these studies have 

demonstrated that while a very small quantity of BMEG completely unfolds the native structure 

of the protein, it remains in a partially unfolded state even at very high ethaline content. More 

interestingly, it has been found that at very high concentrations of BMEG, the unfolded protein 

undergoes enhanced protein-protein interaction resulting in the aggregation of BSA. All of the 

results obtained from these investigations have essentially suggested that both protein-DES 

interaction and interspecies interaction among the constituent of DESs play a crucial role in 

governing the overall stability and conformational dynamics of the protein in DESs.  

 

6.1. Introduction 

The quest for suitable reaction media for biocatalytic and biotransformation reactions that can 

maintain the three-dimensional structure of the protein while allowing effective substrate 
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binding, complex formation, and product release is a persistent need in the pharmaceutical and 

food processing sectors.305-307 Therefore, scientific research activity to obtain environmentally 

benign solvents which can maintain the structural and functional integrity of protein, even at 

very harsh conditions (such as in the presence of denaturant, high temperature, very high/very 

low pH, etc.), is rapidly accelerating.9, 308 In this regard, both ionic liquids and common organic 

solvents have had their fair share of history and hype, and within that ecosystem, deep eutectic 

solvents (DESs) have come to light as a better feasible option as compared to both of them.16, 

18-20, 64 DESs are known to compensate several of the drawbacks of ILs, including toxicity, 

biodegradability, biocompatibility, and so on, making them even a superior media for 

enzymatic reactions, storage, and boosting the stability of various biomacromolecules.21, 109, 110 

However, the behavior of biomolecules in these media has been poorly understood in terms of 

their intermolecular interaction and dynamics with DESs, perhaps due to very less number of 

literature on this issue. Moreover, it is still unclear whether all types of DESs or only certain 

kinds of DESs are suitable for bio-related applications. Therefore, it is important to have a 

molecular-level understanding of protein-DES interaction so that proper design and 

development of new DESs, which can maintain the structural and functional integrity of the 

protein in the presence of DESs, can be done. 

Whilst a substantial number of studies on the activity and stability of 

biomacromolecules in the presence of ILs have been thoroughly investigated263, 309-312, very 

few reports on the same issues by employing DESs, have been documented.313-323 Huang et 

al.317 have thoroughly studied the activity, stability, and toxicity of choline chloride (ChCl) and 

acetylcholine chloride (AchCl)-based DESs in neat as well as in their aqueous solution on some 

proteins and enzymes. Esquembre et al.315 have reported that no change in the native structure 

of lysozyme can be seen in the presence of neat and hydrated ChCl-based DESs. Further, 
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Stamatis and colleagues320 have also observed high stability of cytochrome c (cyt c) in the 

presence of 30% v/v aqueous solution of different ammonium salt based-DESs. They have also 

reported that the nature of the ammonium salt and the hydrogen bond donor used for the 

formation of DES, as well as their quantity in the reaction mixture, had a significant impact on 

the catalytic activity of heme-dependent proteins. While working on the same objective, 

Venkatesu and co-workers313, 314, 322 demonstrated high stability of different 

biomacromolecules such as haemoglobin, bovine serum albumin (BSA), and α-chymotrypsin 

in the presence of ChCl-based DESs, suggesting that the enhanced stability of these proteins is 

due to the formation of DESs complexes rather than the synergistic effect of individual 

components. Moreover, enhanced thermal and pH stability of DNA backbone in the presence 

of DESs has also been reported by some researchers.318, 323 In addition, some computational 

studies have also been documented on the stability of various proteins in the presence of ChCl-

based DESs.319, 324 Many of the results have essentially suggested DESs as non-toxic and better-

stabilizing media. However, there are also a few reports which have proposed that DESs may 

cause disruption in the secondary structure of the protein and can destabilize it. For instance, 

Antalik and co-workers325 have reported that DES made from guanidinium salts and urea has 

been discovered to completely denature the secondary and tertiary structure of the enzyme cyt 

c. In a similar line, Samanta and co-workers316, while working on the structural stability of cyt 

c in the presence of DESs, reported that while AchCl-glycerol-based DES maintains the 

structural stability of cyt c, AchCl-ethylene glycol-based DES completely unfolds the protein 

secondary and tertiary structure. 

In view of all these above discussions, it is clear that the behaviour of protein-DES 

interaction in terms of maintaining the structural integrity and biocatalytic activity of protein 

is still ambiguous. These reports have also suggested that it is almost impossible to anticipate 
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the behaviour of the protein in the presence of DESs in advance since it relies heavily on the 

chemical nature of a DES in general and interspecies interactions between the various 

constituents of that DES in particular. Further, most of these studies report on the influence of 

DESs on protein’s stability and activity using CD (circular dichroism) spectroscopy and other 

ensemble average measurements and do not give any information regarding the structure and 

conformational dynamics of the protein at single-molecular resolution. Apart from these, 

practically all of these researches have been conducted on the impact of choline chloride or 

acetylcholine chloride-based DESs on protein’s structure and conformations, leaving many 

other types of DESs, such as hydrophobic DES, alkyl/benzyl phosphonium based DES, or 

natural DESs (NADES), unexplored. Considering this, it is essential to acquire a thorough 

knowledge of the protein-DES interaction by applying various types and classes of DESs by 

single-molecule and ensemble-average measurements. 

Keeping the above issue in mind, in the present study, an attempt has been made to 

investigate the impact of two chemically distinguishable DESs on the structural stability and 

conformational dynamics of BSA (bovine serum albumin). BSA was chosen selectively 

because its structure and conformation are very sensitive to external additives, and it is 

frequently used as a model protein to investigate protein-ligand interaction.326 Apart from this, 

easy labelling of the protein with external dyes while retaining its structure and conformation 

makes it even a better choice for understanding protein-ligand interaction at a single-molecular 

level.327, 328 The two DESs employed in this investigation are Ethaline (Choline chloride: 

ethylene glycol) and BMEG (benzyl trimethyl ammonium chloride: ethylene glycol), both of 

which have the same HBD but distinct HBAs.19-20, 186, 329 The two DESs used in the study were 

also chosen expressly to understand how changes in one component (HBAs) of DESs affect 

the protein-DES interaction and alter the structure and conformation of the protein. Initially, 
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the behaviour of protein-DES interaction has been studied by using steady-state and time-

resolved fluorescence spectroscopic techniques. Additionally, investigations have also been 

done by exploiting FCS and CD spectroscopy techniques so that a molecular-level 

understanding of the alternation in the structure and conformational dynamics of the protein in 

the presence of DESs can be obtained. The results obtained from the studies have revealed that 

changes in even one component of the DES mixture have a considerable effect on DES-protein 

interaction, suggesting that both protein-DES interaction and interaction with the DES 

components govern the overall structure and conformation of the protein in the presence of 

DESs. Chart 6.1 depicts the native structure of BSA and the chemical structures of the 

components of the DESs employed in this investigation.  

 

Chart 6.1. (a) Molecular structure of different constituents of DESs, (b) BSA in native state 

and (c) fluorescein isothiocyanate (FITC) dye. 

6.2. Experimental Sections 

The detail about the synthesis and characterization of both DESs are provided in APX 6.1. The 

protein stock solution was made by dissolving the BSA powder in the 10 mM phosphate buffer 
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of pH 7.4. and stirring gently at room temperature. All the samples were prepared fresh and 

allowed to settle for 15 minutes before being introduced into the instrument. The addition of 

different quantities of DESs to the protein solution is represented in weight/volume percentage 

(% w/v), and the amount of DESs varies from 00 % w/v to 90 % w/v. For the steady-state, 

time-resolved spectroscopy, and CD spectroscopy measurements, the concentration of BSA 

(without dye tagged) was 2µM in the experimental buffer. For the CD spectroscopy 

measurement, the highest concentration of Ethaline and BMEG is 50% and 20 %, respectively, 

so as to keep the HT voltage below 700V. For the studies involving the dye-tagged protein, the 

concentrations of BSA-FITC were 4 µM and 4 nM for ensemble average (steady-state and 

time-resolved spectroscopy) and single-molecule measurements, respectively. Following the 

literature-reported method, the dye-to-protein ratio in the labelled protein was calculated using 

absorbance and molar extinction coefficient values (43824 M-1cm-1 for BSA at 280 nm and 

68000 M-1cm-1 for FITC at 495 nm) and was found to be ∼1.2. 

6.3. Results and Discussions 

6.3.1. Quenching of the Intrinsic Fluorescence of BSA in the Presence of DES 

The intrinsic fluorescence of albumin proteins is highly sensitive to its structural 

conformation and local microenvironment surrounding it, and because of this, the intrinsic 

protein fluorescence has been frequently used to study the interaction of proteins with various 

organic molecules, drugs, surfactants, ionic liquids, etc.330-332 Considering this in mind, in the 

present study also the intrinsic fluorescence of BSA in absence and presence of DESs have 

been exploited to get information on the interactions between DES and protein. Note that the 

fluorescence of BSA appears at 340 nm due to the 𝑛 → 𝜋∗ transition of different fluorophore 

amino acid residues (tryptophan (Trp), tyrosine (Tyr), and phenylalanine (Phe)) in the 

protein.330-332 However, the intrinsic fluorescence of BSA is observed to be primarily 
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dominated by the Trp residue as both Tyr and Phe residues have very less quantum yield in the 

aqueous medium.330-332 Furthermore, by fixing the excitation wavelength at 295 nm, not only 

the contribution of Tyr and Phe residue can be eliminated, but also the charge and energy 

transfer in BSA to the indole side chain of tryptophan moiety can also be avoided.330 Since the 

present DESs systems (Ethaline and BMEG) also show negligible absorbance at 295 nm 

(Figure APX6.2), in the present study, the fluorescence of BSA has been recorded by exciting 

the samples at 295 nm. However, since the possibility of the inner filter effect cannot be ruled 

out in the present case, the correction for the same is done by using the following standard 

equation193, 225  

𝐹𝐶𝑜𝑟𝑟(𝜆𝐸, 𝜆𝐹) =  𝐹(𝜆𝐸, 𝜆𝐹) ×
𝐴(𝜆𝐸)

𝐴𝑡𝑜𝑡(𝜆𝐸)
                                                                                (6.1) 

where, FCorr(λE,λF) is the corrected fluorescence intensity at the excitation wavelength (λE) and 

emission wavelength (λF), F(λE,λF) is the observed fluorescence intensity at λE and λF,   A 

represents the optical density of the free protein and Atot is the total optical density of the 

solution at the excitation wavelength (λE). 

 

Figure 6.1. Fluorescence emission spectra (𝜆𝑒𝑥= 295nm) of BSA in absence and presence of 

gradual addition of (a) ethaline and (b) BMEG. (c) Stern-Volmer plot for BSA-BMEG and 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 
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BSA-ethaline at 298K. (d) Stern-Volmer plot for BSA-BMEG at 3 different temperatures. (e) 

Double logarithmic plot at three different temperatures for BSA-BMEG (solid black line shows 

the linear fit). (f) Binding constant versus temperature for BSA-BMEG (solid red line shows 

the linear fit of the data points). 

 

The corrected fluorescence spectra of BSA at 298K in the absence and presence of 

different percentages of DESs are given in Figure 6.1(a) & (b).  From Figure 6.1(b), one can 

clearly observe that the intrinsic fluorescence of BSA gradually decreases with the addition of 

BMEG, and a similar trend has been seen when studies are performed at other temperatures 

(Figure APX6.3). The intrinsic fluorescence of BSA is found to be quenched by around 75% 

when 60% of BMEG is added to the aqueous solution of BSA (Figure 6.1(b) & (c)). However, 

no appreciable decrease in fluorescence intensity has been seen with further increase in the 

BMEG concentration (70-90%) has been increased further. In contrast to this, the addition of 

60% ethaline has hardly any effect on the intrinsic fluorescence of BSA. In fact, only a very 

slight reduction in the fluorescence of BSA is seen when 90% ethaline is added to the aqueous 

solution of BSA. In addition to this, the fluorescence spectra of BSA show a blueshift of 8 nm 

with the addition of 60% BMEG as compared to a shift of 2 nm of the same when same quantity 

of ethaline is added to the BSA solutions. The shift in fluorescence maxima and the decrease 

in the fluorescence intensity of BSA are indicative features of the change in the 

microenvironment around the fluorophore and the folding alteration of the protein.310, 333, 334 

The observation of a blue shift of the protein fluorescence in the presence of BMEG indicates 

a more hydrophobic environment around the fluorescence amino acid residues.310, 333, 334 This 

early study demonstrates that while the BMEG considerably affects both the structure and 

microenvironment of BSA, ethaline cannot induce appreciable changes in the native structure 

of BSA. 

Since a number of processes, including collisional quenching, molecular 

rearrangement, excited state reaction, and ground state complex formation, may also be 
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responsible for the fluorescence quenching phenomenon of BSA, it is crucial to fully 

comprehend the underlying mechanism of quenching of BSA fluorescence in the presence of 

BMEG.193, 225 Therefore, the fluorescence quenching data are analyzed by the classical Stern-

Volmer (SV) models, which is given as follows 

𝐹0

𝐹
 = 1 +  𝐾𝑆 ∙ [𝑄]        6.2a 

𝜏0

𝜏
= 1 +  𝐾𝐷 ∙ [𝑄]        6.2b 

where F0 (τ0) is the fluorescence intensity (lifetime) in the absence of quencher and F(τ) is the 

same in the presence of quencher, [Q] is the quencher concentration, Ks and KD are the static 

and dynamic quenching constants respectively.  

Representative SV plots of quenching of the protein fluorescence in the presence of 

DESs at 298K are provided in Figure 6.1(c). As can be seen from the figure,  
𝐹0

𝐹
 versus 

percentage of DES plot for ethaline is observed to be a straight line and almost parallel to the 

X-axis, indicating no change in the protein fluorescence in the presence of ethaline. However, 

for BMEG, the SV plot exhibits an upward curvature with increasing concentration of BMEG. 

Please note that similar upward curvatures have also been observed for BMEG-induced 

quenching of BSA fluorescence at other temperatures (Figure 6.1(d)). This type of upward 

curvature data in 
𝐹0

𝐹
 plots may be explained by considering the simultaneous involvement of 

both static and dynamic quenching processes during the quenching events.193, 225 In the static 

quenching process, the fluorescence lifetime of the fluorophore does not alter in the presence 

of quencher molecule, whereas in the dynamic quenching process, the fluorescence lifetime 

decreases continuously with the increase in the concentration of the quencher.193, 225 Keeping 

the above points in mind, time-resolved fluorescence decay experiments have been performed 

so that a clearer picture about the nature of quenching mechanism observed in the present study 

can be obtained. Here, we would like to point out that time-resolved fluorescence measurement 
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is a very useful technique to quantitatively estimate the extent of exposure of the buried 

tryptophan moieties to the aqueous phase at any concentration of the quencher by examining 

the lifetimes and the associated amplitude of the two Trp residues.330 

 

 Figure 6.2. Representative fluorescence decay traces (𝜆𝑒𝑥= 295nm) of BSA in absence and 

presence of gradual addition (a) Ethaline and (b) BMEG DESs at 298 K. The instrument 

response functions (IRF) are shown in solid violet lines and the biexponential fit of the 

fluorescence decay traces are shown in solid back line. Variation of (c) average lifetime and 

(d) longer decay component for BSA fluorescence decay in presence of different amount of 

Ethaline and BMEG. (e) Stern-Volmer plot with respect to lifetime for BSA in presence of 

BMEG. (f) Variation of amplitude (a2) associated with longer component of BSA fluorescence 

decay in presence of Ethaline and BMEG. 

 

The representative fluorescence decay curves of BSA titrated against a different 

percentage of DESs at 298K are shown in Figure 6.2(a) & (b). As can be seen from Figure 

6.2(a), the fluorescence decay traces of the protein remain intact even at 50% of Ethaline 

content, and a very marginal change has been observed upon addition of 90% of Ethaline to 

the BSA solution (Figure APX6.4). On the other hand, a faster fluorescence decay of BSA in 

the presence of BMEG has been observed, indicating the quenching of the intrinsic 

fluorescence of BSA (Figure 6.2(b)). The fluorescence decays of BSA in the absence and 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 
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presence of the DESs are fitted to bi-exponential decay functions, and the relevant decay 

parameters are collected in Table 6.1.  

Table 6.1. Fluorescence decay parameters of BSA in the absence and presence of DESs 

Systems 𝝉𝟏 𝜶𝟏 𝝉𝟐 𝜶𝟐 𝝉𝒂𝒗𝒈 

BSA in Buffer 2.92 0.27 6.62 0.73 5.62 

10 % ETH 3.12 0.21 6.45 0.79 5.75 

20% ETH 3.3 0.30 6.33 0.7 5.49 

30% ETH 3.12 0.31 6.37 0.69 5.42 

40% ETH 3.34 0.32 6.29 0.68 5.35 

50% ETH 3.04 0.34 6.23 0.66 5.15 

70% ETH 3.12 0.35 6.17 0.65 5.10 

90% ETH 3.15 0.35 6.11 0.65 5.07 

10% BMEG 2.83 0.48 6.2 0.52 4.58 

20% BMEG 2.64 0.59 5.71 0.41 3.90 

30% BMEG 2.45 0.65 5.03 0.35 3.35 

40% BMEG 2.52 0.68 4.4 0.32 3.12 

50% BMEG 2.53 0.72 3.83 0.28 2.89 

70% BMEG 2.64 0.74 3.76 0.26 2.93 

90% BMEG 2.81 0.75 3.97 0.25 3.1 

 

As can be seen from the table, the fluorescence lifetimes of BSA exhibit two decay 

components, i.e., 2.92 (𝜏1) and 6.62 (𝜏2) ns, with an average lifetime of 5.62 (𝜏𝑎𝑣𝑔) ns. The 

longer decay component is assigned to Trp-214, while the shorter decay component is 

attributed to Trp-135.330 Any increase or decrease in the lifetime component with the addition 

of quencher is indicative of the unfolding/change in the protein’s native structure. From Table 

6.1, one can notice that with the gradual addition of BMEG there is a steep decrease in 𝜏2 

values (Figure 6.2(d)), whereas the decrease in 𝜏1 value is marginal (Table 6.1). Moreover, 

with the gradual addition of BMEG, the amplitude associated with Trp-135 is found to increase, 
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while the same for Trp-214 decrease. This observation of decrease in the longer decay 

component of BSA lifetime in the presence of BMEG with a simultaneous reduction in the 

corresponding amplitude clearly shows the presence of a dynamic quenching mechanism to the 

protein fluorescence. Here we would like to mention that Kumaran et al.330, while investigating 

the time-resolved fluorescence of BSA in the presence of denaturant, also observed similar 

kind of results. They have proposed that the quenching of the fluorescence lifetime of 

tryptophan of BSA on the addition of formamide is because of the denaturation of the protein, 

which results due to the gradual exposure of the Trp-214 moiety to the aqueous phase. 

Therefore, in the present case also, the decrease in the fluorescence lifetimes of BSA in the 

presence of BMEG can be attributed to the denaturation of the protein due to the exposure of 

Trp-214 to the aqueous phase. Moreover, upon a careful look, one can clearly notice that the 

product of (𝛼2 × 𝜏2) decreases from 4.83 ns to 1.07 ns upon addition of 50% BMEG indicating 

a 78% denaturation of the protein. However, the time-resolved measurement data show no 

appreciable change in the individual fluorescence lifetimes components as well as in their 

corresponding amplitudes when ethaline is added to the BSA solution. This observation 

essentially suggests that even after addition of 90% of ethaline to BSA aqueous solution, the 

native structure of the protein almost remains unaltered.  

Now, based on the estimated average lifetimes of BSA in the absence and presence of 

BMEG, the 
𝜏0

𝜏
 vs concentration of BMEG has been plotted and fitted through equation 6.2(b). 

The dynamic quenching constant (KD) value estimated from the slope of Figure 6.2(e) is found 

to be 0.70 (±0.05) M−1. Additionally, the bimolecular quenching constant (kq) value for BSA-

BMEG is calculated by using KD=kqτ0 (where τ0 is the lifetime of the fluorophore in the absence 

of the quencher)193, 225, and the value is found to be 1.05x108 M-1s-1. Given that the estimated 

kq value is comparatively smaller than the largest possible values of the bimolecular quenching 
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constant (2x1010 M-1s-1) in the aqueous medium, the dynamic quenching is also operating on 

the overall quenching events as observed in the present case.193, 225 Moreover, since the 

quenching mechanism is also not purely diffusion controlled, this prompted us to analyze the 

quenching data by invoking the “sphere of quenching action” model (equation 6.3), where it is 

assumed that both static and dynamic quenching processes are active at the same time during 

the overall quenching events.333-335 

𝐹0

𝐹
 = (1 +  𝐾𝐷[𝑄]) ∙ 𝑒𝑉∙[𝑄]        (6.3) 

where [Q] is the quencher concentration V and KD are the static and dynamic quenching 

constants, and F0 and F are the fluorescence intensity in the absence and presence of quencher, 

respectively. The value of V is obtained from the non-linear fitting of 
𝐹0

𝐹
 versus [Q] by equation 

6.3, and the value of V is found to be 0.86 (±0.02) M-1, at 298 K (Figure APX6.5). Interestingly, 

the value of V and KD are found to be almost similar for BMEG-induced quenching of BSA 

fluorescence, suggesting that both static and dynamic quenching processes contribute to the 

overall quenching process of BSA fluorescence in presence of BMEG.333-335  

After that, the binding interaction between proteins and BMEG is further investigated 

by analyzing the intrinsic protein fluorescence in the presence of BMEG at various 

temperatures. The associated parameters of the binding interaction between BSA and BMEG 

have been calculated by using the double logarithm plot (equation 6.4) which is given below336 

log [
𝐹0−𝐹

𝐹
]  = 𝑙𝑜𝑔𝐾𝐵 + 𝑛𝑙𝑜𝑔[𝑄]                                                                                       (6.4) 

where [Q] is the quencher concentration, KB is the equilibrium binding constant, and n is the 

number of binding sites in the protein, F0 and F are the fluorescence intensity in the absence 

and presence of quencher, respectively. Please note that analysis of the data through double 

logarithm plot are often found to be useful as it allows the experimentalist to obtain useful 

parameters such as KB and n value. The double logarithm linear plots for the interaction of 



Chapter 6 

 

207 | P a g e  
 

BMEG with the protein at some selected temperatures are shown in Figure 6.1(e), whereas the 

same plots for other temperatures are shown in the Appendix 6.5 (Figure APX6.6). KB and n 

values for BSA-BMEG interaction have been calculated from the intercept and slope of the 

simulated linear line of the double logarithm plot (Figure 6.1(e) and Figure APX6.6) at 

different temperatures, and the corresponding data are summarized in Table 6.2. As noted in 

Table 6.2, BMEG has an average of more than one binding site per macromolecule (n values), 

which may indicate that more than one fluorophore amino acid residue (Trp and Tyr) is 

involved in the protein binding interaction.310, 311, 336 Additionally, as can be seen from Table 

6.2, the value of binding constants for the BSA-BMEG binding events is relatively weaker as 

compared to the binding of BSA with other surfactants and longer alkyl chains containing 

ILs.337, 338 It should be noted that the interaction between a protein and its ligands can be 

influenced by a variety of weak intermolecular forces, including electrostatic interaction, 

hydrogen bond formation, van der Waals interaction, hydrophobic and steric interactions, 

etc.339 Therefore, it is important to analyse the thermodynamic parameters such as enthalpy 

(ΔH) and entropy (ΔS) for BSA-BMEG interaction events in order to get an idea about the 

specific factor that might be responsible for governing the stability of protein-ligand complex. 

In order to achieve this, the relevant thermodynamic parameters for the current protein-BMEG 

binding events are determined using the van't Hoff relation (equation 6.5a). The van't Hoff 

relation can be used to link KB values to temperature on the assumption that the variation of 

∆H for the protein-BMEG binding process is negligible over the temperature range 

investigated (equation 6.5a). The KB values obtained from temperature-dependent fluorescence 

titration experiments at different temperature have been used in the van't Hoff relation. The 

van’t Hoff plot for binding events of BSA-BMEG is shown in Figure 6.1(f). The ΔH and ΔS 

values are calculated from the slope and intercept of the simulated linear line of the van’t Hoff 

plot (Figure 6.1(f)), respectively. Finally, the free energy of binding (ΔG) is calculated for all 
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the experimental temperatures with the help of equation 6.5b by using estimated ΔH and ΔS 

values. All the estimated thermodynamic parameters are compiled in Table 6.2. 

𝑙𝑜𝑔𝐾𝐵 = (−
∆𝐻

2.303𝑅
) ∙

1

𝑇
+

∆𝑆

2.303𝑅
                                                                                                     (6.5a) 

∆𝐺 =  ∆𝐻 − 𝑇 ∙ ∆𝑆                                                                                                                         (6.5b) 

The negative values of ∆G in the interaction events are an indicative of the spontaneous binding 

interaction of these BMEG to the protein. For the investigation of protein-ligand interaction, 

Ross and Subramanian proposed that both positive values for ∆H and ∆S are generally 

suggestive of the hydrophobic interaction.340 Similar hydrophobic interactions of protein-IL 

binding have also been documented earlier.18, 310, 333, 334, 338 Thus, the observation of an 

endothermic binding process accompanied with positive ΔS value, in the present study, 

essentially indicates that the BSA-BMEG interaction is primarily mediated by hydrophobic 

interaction. 

Table 6.2. Binding constant (KB), number of binding sites (n), and other relative 

thermodynamic parameters for the Interaction of BMEG with BSA 

 

Temp. 

/K  

BSA-BMEG 

KB (M-1) ∆H (kJ mol-1) ∆S (J K-1mol-1) ∆G (kJ mol-1) n 

298 1.29 ±0.04 26.79 ±3.12 91.71 ±7.13 -0.54 ±0.04 1.39 ±0.04 

303 1.48 ±0.05   -1.00 ±0.05 1.31 ±0.05 

308 1.70 ±0.06   -1.46 ±0.07 1.25 ±0.08 

313 2.04 ±0.08   -1.92 ±0.08 1.28 ±0.04 

318 2.57 ±0.10   -2.38 ±0.08 1.42 ±0.06 

 

6.3.2. Steady-State and Time-Resolved Fluorescence of BSA-FITC  

In order to study the conformational dynamics and the unfolding of protein in the 

presence of DESs at single molecular resolution, the protein must be strongly fluorescent, and 

the fluorescence from the protein must be sensitive to the conformational changes of the protein 
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molecule. Here it is to be noted that the brightness (product of molar extinction coefficient and 

quantum yield) of Trp reside of a protein is comparatively low as compared to common organic 

dye.341 In addition to this, Trp must be excited with UV lights, which requires UV microscope 

optics that are not frequently accessible. As a result, the fluorescence from Trp is usually not 

investigated through FCS. To overcome this issue, protein molecules are generally labelled 

covalently or non-covalently with fluorescent probe molecules to study the conformational 

changes through FCS. Therefore, to analyze the conformational changes/protein unfolding 

through FCS in the presence of DESs, BSA tagged with FITC dye (BSA-FITC) is employed 

in the current work. 

Prior to the study of the interaction of the dye-tagged BSA (BSA-FITC) with the 

concerned DESs at single-molecule level (FCS), the steady-state and time-resolved data have 

also been recorded for BSA-FITC in the absence and presence of different percentage of DESs. 

The emission spectra of BSA-FITC at various DESs percentages are shown in Figure 6.3(a) & 

(b). As can be seen from the figure, the fluorescence intensity of BSA-FITC in the buffer 

solution (in the absence of any additives) is very low. However, with the gradual addition of 

BMEG, the fluorescence intensity increases sharply. Here, we would like to note that in the 

absence of any additives, the dye-tagged protein remains in the folded state, and as a result, the 

fluorescence intensity of BSA-FITC in buffer solution is quenched because of the interaction 

of FITC with the side chains of the nearby amino acids.342 Similar suppression of fluorescence 

of fluorescein attached to an intestinal fatty acid binding protein (IFABP) was also noticed by 

Frieden and Co-workers.342 Additionally, photoinduced electron transfer between the FITC dye 

molecule and side chain amino acid residues (such as Trp, Tyr, etc.) can also reduce the 

fluorescence of FITC-tagged proteins.341, 342 However, the unfolding of the protein not only 

exposed the fluorescein group to the solvent but also suppressed the PET process, which 

resulted in a significant rise in fluorescence intensity. As it is well known that common 
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denaturants like guanidinium hydrochloride (GdHCl) unfold the protein through chemical 

interactions, we have also recorded the fluorescence of BSA-FITC in the presence of GdHCl 

and found that addition of more than 2M of GdHCl the fluorescence intensity increases sharply 

(Figure APX6.7(a)). However, the fluorescence intensity of the dye (FITC) alone does not 

exhibit any enhancement in fluorescence in the presence of the relevant DESs (Figure 

APX6.7(b) & (c)). This demonstrates that the alteration in the native structure of the protein is 

what causes the fluorescence intensity of BSA-FITC to rise in the presence of BMEG. As can 

be seen from Figure 6.3(b) & (c), the fluorescence of BSA-FITC increases significantly up to 

60% of BMEG concentration, revealing the unfolding of the native structure of BSA. However, 

the fluorescence intensity of BSA-FITC is found to decrease abruptly with further increases in 

BMEG concentration (70–90%). This abrupt drop in fluorescence intensity of BSA-FITC 

perhaps indicates the aggregation of BSA at higher BMEG concentrations (70–90%). It is 

important to note in this context that several prior studies have shown that partially or totally 

unfolded proteins are more likely to aggregate due to enhanced protein-protein interaction.343-

345 Additionally, the aggregation of BSA due to thermal and/or chemical unfolding of its native 

structure has also been documented earlier.343-345 Due to aggregation of BSA, significant 

crowding of the protein increases the hydrophobicity around the fluorophore, which ultimately 

results in the quenching of the fluorescence of FITC by the amino acid residues and thereby 

causes a sudden decrease in the fluorescence intensity.343-345 On the other hand, there is a slight 

increase in the fluorescence intensity of BSA-FITC in the presence of the other DES, ethaline. 

For instance, nearly 1.4 times increase in fluorescence intensity is seen for BSA-FITC in 

presence of 50% more ethaline compared to a nearly 5 times rise for the same amount of 

BMEG. In fact, the fluorescence intensity of BSA-FITC increases only by about two times 

even at very large concentrations of ethaline (90%). All These findings suggest that in 

comparison to ethaline, BMEG considerably alters the native structure of the protein. 



Chapter 6 

 

211 | P a g e  
 

Furthermore, the time-resolved fluorescence spectra of BSA-FITC recorded in the 

presence of different quantities of DESs are shown in Figure 6.3(b) & (c). The fluorescence 

decay profiles of BSA-FITC (in the absence of DESs) show a biexponential decay behaviour 

(Table 6.3) with a shorter lifetime component (𝜏1) associated with a larger amplitude (𝛼1) and 

a longer lifetime component (𝜏2) associated with a smaller amplitude (𝛼2). These two lifetime 

components represent the lifetime of the native and unfolded state of the dye-tagged protein 

with 𝛼1 and 𝛼2  as there corresponding amplitude, respectively. With the addition of Ethaline 

to the aqueous solution of BSA-FITC, no significant change in the average lifetime (𝜏𝑎𝑣𝑔) as 

well as in the individual component and amplitude have been observed (Table 6.3). However, 

with the gradual increase in the percentage of BMEG, even though the individual lifetimes do 

not show appreciable change, the amplitude associated with each components changes 

significantly, ultimately changing the average lifetime. For example, the amplitude associated 

with the shorter component decreases from 87% (in buffer) to 54% in the presence of 50% 

BMEG, which results in the increase of average lifetime from 0.83 ns to 1.86 ns. This decrease 

in the amplitude of the shorter component and the concomitant increase in the amplitude of the 

longer component with the gradual addition of BMEG further indicates the gradual unfolding 

of the protein.316 However, with further addition of BMEG (70-90%), a sudden decrease in the 

𝜏𝑎𝑣𝑔 have been observed, which is also consistent with the steady-fluorescence behaviour of 

BSA-FITC. This observation also further points out the possibility of aggregation of BSA at 

higher concentrations of BMEG. In order to shed further light on the aforementioned findings, 

FCS methods have been used to explore the effects of both DESs on the structure and 

conformation of BSA at a single molecule level. 
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Figure 6.3. Fluorescence emission spectra (𝜆𝑒𝑥 = 485nm) of BSA-FITC in absence and 

presence of gradual addition of (a) ethaline and (b) BMEG (dotted line). (c) Variation of 

fluorescence intensity of BSA-FITC in presence of different amount of DESs. Fluorescence 

decays (𝜆𝑒𝑥= 485nm) of BSA-FITC in presence of different quantity of (d) Ethaline and (e) 

BMEG. The solid navy blue represents the IRF and the solid black line represents the 

biexponential fits of the fluorescence decay traces. (f) Variation of average lifetime BSA-FITC 

in presence of different amount of DESs. 

 

Table 6.3. Fluorescence decay parameters of FITC-BSA in the absence and presence of DESs. 

Systems 𝝉𝟏 𝜶𝟏 𝝉𝟐 𝜶𝟐 𝝉𝒂𝒗𝒈 

BSA-FITC in Buffer 0.53 0.87 2.69 0.13 0.81 

10 % ETH 0.47 0.86 2.64 0.14 0.77 

30% ETH 0.48 0.85 2.62 0.15 0.80 

50% ETH 0.55 0.82 2.53 0.18 0.91 

70 % ETH 0.63 0.8 2.51 0.2 1.00 

90 % ETH 0.58 0.76 2.49 0.24 1.04 

10% BMEG 0.55 0.83 2.76 0.17 0.93 

30% BMEG 0.62 0.75 2.55 0.25 1.10 

50% BMEG 0.69 0.54 2.71 0.46 1.62 

70 % BMEG 0.67 0.61 2.58 0.39 1.42 

90 % BMEG 0.63 0.67 2.53 0.33 1.26 

(a) (b) 
(c) 

(d

) 

(e) (f) 
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6.3.3. FCS Studies of BSA-FITC 

FCS is an elegant and sensitive technique where the analysis of the time-dependent 

fluorescence intensity fluctuation provided crucial information about diffusion as well as 

dynamics of diffusing species in sub-microsecond-to-second time scales.193, 263, 341, 342 

Moreover, one can easily and precisely examine the folding and unfolding of a dye-tagged 

protein in the presence of additives or denaturants by simply measuring the diffusion time of 

the protein through FCS.193, 263, 341, 342 Therefore, in the present study, we have made use of 

FCS methods to gather important information on the interaction between the protein and 

concerned DESs at single molecule resolution. Figure 6.4(a) & (b) represents the FCS traces 

of BSA-FITC in the absence and presence of different quantities of Ethaline and BMEG, 

respectively. When these FCS traces are fitted through a single component diffusion model, by 

using equation 2.24, it does not provide a good fit to the data (Figure APX6.8(a)). So, we have 

fitted the FCS data with a modified form of equation 2.24, which contain a single component 

diffusion along with a stretched exponential relaxation component (equation 6.6). The fitting 

of the FCS traces with the latter one provides the best fit to our experimental results. A 

comparison of the fitting results with one component diffusion and one component diffusion 

coupled with a stretched exponential relaxation component is provided in the Appendix (Figure 

APX6.8). 

 𝐺(𝜏) =
1−𝐴+𝐴𝑒𝑥𝑝(−𝜏

𝜏𝑅⁄ )
𝛽

𝑁(1−𝐴)
(1 +

𝜏

𝜏𝐷
)

−1

(1 +
𝜏

𝜅2𝜏𝐷
)

−1 2⁄

                                      (6.6) 

where τ, N, τd, and κ represent the lag-time, the number of molecules in the observation volume, 

the diffusion time, and structure parameter of the observation volume, respectively. A is the 

amplitude of the relaxation time (τR) representing the fraction of molecules in the non-

fluorescent state and β (0 < β < 1) is the stretching exponent representing the distribution of τR. 
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Figure 6.4. FCS traces of BSA-FITC in presence of (a) Ethaline and (b) BMEG, solid black 

line sows the fitting of the FCS traces. Normalized fitted FCS traces of BSA-FITC in (c) 

Ethaline and (d) BMEG. Variation of (e) hydrodynamic radii and (f) conformational time (𝜏𝑅) 

in presence of different quantity of DES. 

Table 6.4. Estimated fitted parameters of FCS data of BSA-FITC in presence of DESs 

Systems A 𝝉𝑹 (µs) β 𝝉𝑫 (ms) 𝒓𝑯 (Å) 

00 % 0.75 ± 0.04 46.1 ± 2.4 0.50 ± 0.03 0.31 ± 0.02 34.7 ± 1.4 

10 % ETH 0.71 ± 0.04 45.8 ± 2.8 0.51 ± 0.03 0.34 ± 0.02 33.9 ± 1.2 

30 % ETH 0.67 ± 0.02 53.7 ± 3.4 0.50 ± 0.04 0.54 ± 0.04 40.3 ± 1.7 

50 % ETH 0.58 ± 0.02 58.5 ± 2.6 0.53 ± 0.05 1.21 ± 0.09 52.4 ± 2.6 

70 % ETH 0.46 ± 0.02 65.6 ± 2.1 0.56 ± 0.05 2.72 ± 0.15 63.3 ± 2.6 

90 % ETH 0.39 ± 0.03 71.2 ± 3.2 0.58 ± 0.04 5.96 ± 0.34 68.8 ± 2.8 

10 % BMEG 0.55 ± 0.03 54.5 ± 3.7 0.53 ± 0.04 0.68 ± 0.05 55.6 ± 2.1 

30 % BMEG 0.27 ± 0.02 72.3 ± 4.4 0.72 ± 0.05 2.15 ± 0.16 74.5 ± 3.1 

50 % BMEG 0.22 ± 0.02 78.1 ± 3.9 0.82 ± 0.05 5.30 ± 0.37 82.2 ± 3.1 

70 % BMEG 0.32 ± 0.03 97.3 ± 4.6 0.77 ± 0.04 13.3 ± 0.93 115.2 ± 4.2 

90 % BMEG 0.35 ± 0.02 98.1 ± 3.9 0.77 ± 0.05 21.9 ± 1.12 121.7 ± 4.8 

 

It is important to note here that the fitting of the FCS with equation 6.6 reveals that the 

fluorescence intensity fluctuation, in the present case, is not only happening due to the diffusion 

of the dye-tagged protein in and out of the confocal region but also caused by some additional 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 
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relaxation process.263, 341, 342, 345 Some past studies have shown that a similar model can be 

employed quite effectively while multiple overlapping relaxation kinetics contribute to the FCS 

data.263, 341, 342, 345 Moreover, The fact that the additional relaxation component is not artefactual 

has also been established by several control experiments.263, 341, 342, 345 Chattopadhyay et al., 

while working on FITC bound IFABP (intestinal fatty acid binding protein), also used similar 

fitting model for analysis of their FCS traces and carried out a number of control experiments 

to ensure that the extra component is not an artefact.342 They have suggested that when the 

conformational change of the protein is sufficiently fast (𝜏𝑅 ≪ 𝜏𝐷), then the quenching of the 

FITC fluorescence by the amino acids (Trp) can cause additional fluctuation in the fluorescence 

intensity, which can be observed in FCS. So, the overall FCS traces will represent a 

combination of both diffusion and conformational motion of the protein. Considering this, in 

the present analysis, the observation of the additional stretched exponential relaxation term (𝜏𝑅) 

reflects the conformational dynamics of the protein with diverse time scales. Thus, analysis 

and estimation of the 𝜏𝐷 value of BSA-FITC will provide information about the structure of 

the protein (hydrodynamic radius of the folded or unfolded protein), whereas the 𝜏𝑅 value will 

delineate about the conformational motion of the proteins. 

One can see from Figure 6.4(a) & (b) that the correlation traces are shifted to a longer 

time scale with the increasing addition of DESs, suggesting slower diffusion of BSA-FITC. 

This observation is quite evident from the normalized fitted traces (Figure 6.4(c) & (d)) and 

the steady rise in the estimated diffusion time (𝜏𝐷) (Table 6.4) of BSA-FITC estimated from 

the fitting of the FCS traces in the presence of both DESs. This increase in the diffusion time 

of BSA-FITC may be due to the increase in the viscosity and /or increase in the hydrodynamic 

radius of the protein. By carefully examining Table 6.4, it becomes apparent that adding 50% 

ethaline increases the 𝜏𝐷 value by almost six times, but adding the same amount of BMEG 
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increases the 𝜏𝐷 value by more than sixteen times. Since the addition of DES also increases the 

viscosity of the solution, which likewise raises the 𝜏𝐷  value, it is challenging to determine 

which DESs have a larger impact on the native state of the protein. Therefore, it is important 

to estimate the hydrodynamic radius of the protein in absence and presence of different amount 

of DES. The hydrodynamic radius (𝑟𝐻) of the protein is generally calculated from the Stokes-

Einstein equation which is as follows  

𝑟𝐻  =  
𝑘𝐵𝑇

6𝜋𝜂𝐷
       (6.7) 

where η is the viscosity coefficient of the solution, kB is the Boltzmann constant, T is the 

absolute temperature, and D is the diffusion coefficient of the protein, which can be estimated 

from the following equation 2.25. Nevertheless, because the D value and the 𝜏𝐷  value are 

inversely correlated, the hydrodynamic radius is eventually overestimated due to changes in 

the viscosity and refractive index of the medium after the addition of DESs. In order to fix the 

discrepancy in refractive index and viscosity, corrections have been done by following the 

literature method as suggested by Sherman et al.346 They utilized Rh6G as the diffusion 

standard since it’s 𝑟𝐻 is independent of both viscosity and refractive index, and they employed 

the ratio approach to get rid of mistakes brought on by viscosity and refractive index 

mismatches, as shown below346, 

  
𝑅ℎ

𝑝𝑟𝑜𝑡𝑒𝑖𝑛

𝑅ℎ
𝑅ℎ6𝐺 =

𝜏𝐷
𝑝𝑟𝑜𝑡𝑒𝑖𝑛

𝜏𝐷
𝑅ℎ6𝐺                                                        (6.8)                                                            

where 𝑅ℎ
𝑝𝑟𝑜𝑡𝑒𝑖𝑛

and 𝑅ℎ
𝑅ℎ6𝐺  are the hydrodynamic radius of the protein and Rh6G respectively, 

while, 𝜏𝐷
𝑝𝑟𝑜𝑡𝑒𝑖𝑛

 and 𝜏𝐷
𝑅ℎ6𝐺  are the diffusion time of the protein and Rh6G respectively. Similar 

method has also been used by other researchers to estimate the 𝑟𝐻 value of protein through 

FCS.312, 333, 341, 342, 345, 347-349 
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Table 6.4 compiles the estimated 𝑟𝐻 values of the protein in the absence and presence 

of various DES concentrations. As can be seen from Table 6.4, the 𝑟𝐻 values of the protein in 

its native condition in the absence of any additives is estimated to be 34.7 Å, which is consistent 

with earlier literature results.345 Moreover, Wilkins et al.350 have demonstrated that the 

empirical relationship, 𝑟𝐻 = 4.75𝑁0.29 where N is the number of amino acids (for BSA, N = 

583), may be used to theoretically predict the 𝑟𝐻 value of a protein in its natural state. The 𝑟𝐻 

value of the protein in its native form, as determined by the aforementioned relation, is 30.1 Å, 

which is very close to our experimentally observed value. Table 6.4 also demonstrates that the 

𝑟𝐻  value of the protein increases as both DESs are gradually added, which can be further 

visualized from Figure 6.4(e). As can be seen from the figure, the increase in the 𝑟𝐻 value of 

the protein in the presence of BMEG is steeper as compared to the same for Ethaline. For 

example, the 𝑟𝐻 value of the protein in presence of 50% ethaline is almost estimated to be the 

same as that in 10% of BMEG, signifying that BMEG affects the native structure of the protein 

more as compared to Ethaline. The increase in the 𝑟𝐻 value of the protein essentially indicates 

the unfolding of the protein in the presence of DESs. As it is well known that common 

denaturant like GdHCl, urea, etc., also unfolds the protein and thereby increase the 𝑟𝐻 value of 

the protein, we have also estimated the 𝑟𝐻 value of the protein in the presence of GdHCl by 

employing FCS techniques so that a clear understanding of the protein unfolding mechanism 

can be obtained.349 The FCS traces and the estimated 𝑟𝐻 value of the protein in the presence of 

GdHCl are shown in Figure APX6.9 and Table APX6.1, respectively. For GdHCl, it has been 

found that with the addition of 6M GdHCl, the protein is completely unfolded with an estimated 

𝑟𝐻 value of 80.8 Å (Table APX6.1), which is close to the theoretically predicted (by using 

equation, 𝑟𝐻 = 2.11𝑁0.57) 𝑟𝐻 value (79.6 Å) of the unfolded protein.350 The denaturation of 

BSA due to the complete unfolding of BSA in presence of 5 to 6M of GdHCl have also been 
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reported earlier.351 Interestingly, the 𝑟𝐻 value (75-85 Å) of the protein in presence of 30 to 60% 

of BMEG(Table 6.4 and Table APX6.1) is found to be almost comparable to the 𝑟𝐻 value of 

the unfolded protein. However, upon addition of 70% of BMEG, the  𝑟𝐻 value of the protein is 

estimated to be 115.2 Å, which is significantly larger than the 𝑟𝐻  value of a completely 

unfolded protein. Interestingly, the 𝑟𝐻 value (119.2-121.1 Å) of the protein does not show any 

appreciable change with further increase in the concentration of BMEG (80-90%). More 

interestingly, these 𝑟𝐻 values of the protein at higher BMEG concentrations are found to be 

closely related to the 𝑟𝐻 value of BSA in aggregated conditions. Pabbathi et al.345 have also 

observed a sudden increase in the 𝑟𝐻 value of BSA in the presence of 50% of DMSO through 

FCS studies. They have suggested that DMSO completely unfolds the native structure of BSA 

and favourable interaction among the unfolded protein results in the aggregation of protein. In 

light of this, in the present scenario also, the sudden rise in the 𝑟𝐻 value of BSA in presence of 

70% BMEG essentially signifies the aggregation of the protein due to enhanced protein-protein 

interaction as a result of complete unfolding of the protein. On the other hand, the 𝑟𝐻 value of 

the protein is found to be close to 68.8 Å even after the addition of 90% ethaline, suggesting 

that the protein has not fully unfolded. All of these findings demonstrate that while a little 

amount of BMEG can cause complete unfolding and denaturation of the protein structure, they 

can remain in a partly unfolded state even in presence of high concentration of Ethaline.  

 Now upon concentrating on the conformational relaxation of the protein, the 𝜏𝑅 values 

of the protein, like the 𝜏𝐷 value, are also affected by the change in viscosity. Hence, the 

mismatch that appears due to the change in viscosity of the solvent is corrected by following 

the literature procedure263, and the corrected 𝜏𝑅  values for BSA-FITC in the absence and 

presence of both DESs are summarized in Table 6.4. The 𝜏𝑅  value of the protein in its native 

state is found to be 46.1 µs, which is consistent with the previous-literature reported value.345, 
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347 Samanta and co-workers345 have reported a  𝜏𝑅  value of 35 µs for FITC labelled BSA due 

to conformational dynamics of the protein, which changes to 81 µs with addition of 40% 

DMSO. Later on, Sarkar and co-workers347 have observed three temporal components of 

conformational dynamics for Alexa-labeled BSA in the range of 2–650 µs in absence and 

presence of graphene oxide and ascribed them to the protein chain dynamics (faster 

components) and coordinated chain motion (slower component). Similarly, Yadav et al.349 have 

also reported a relaxation time constant of 27−80 μs for TMR (tetramethyl rhodamine) labelled 

HSA and ascribed this due to the concerted chain motions or interchain diffusion of side chains 

of HSA. In view of all these prior reports, one can reasonably say that the observed 𝜏𝑅 value 

in the present study can be assigned to the conformational dynamics of the protein due to 

concreted chain motions and/or interchain interactions of the protein. Moreover, the 

observation of a steady increase in the 𝜏𝑅 value of the protein with gradual addition of DESs, 

indicates the slowing down of the conformational dynamics of the protein. Interestingly, this 

slowing down of conformational dynamics is found to be more pronounced for BMEG as 

compared to that for Ethaline (Figure 6.4(f), Table 6.4). For example, a nearly two-fold increase 

in the 𝜏𝑅 value of the protein can be observed in presence of 50% BMEG. Additionally, the 

estimated 𝜏𝑅 value corresponding to the presence of 50% BMEG is found to be comparable to 

the  𝜏𝑅 value in presence of 6M GdHCl (Table APX6.1). As it has been already mentioned that 

BSA completely unfolds in presence of 6M GdHCl, the slowing down of conformational 

dynamics of the protein in presence of 50% BMEG arises due to the complete unfolding of the 

protein. As a consequence of the protein unfolding, the amino acids of the protein (Trp, Tyr, 

etc.) are required to diffuse across a longer distance so as to quench the fluorescence of the 

FITC, resulting in an increase in the 𝜏𝑅 value of the unfolded protein.263, 316 However, when 

more than 70% of BMEG is added to the aqueous solution of BSA-FITC, a sharp increase in 

the 𝜏𝑅 value has been observed, and this value remains almost constant with the further increase 
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in BMEG concentration. This happens due to aggregation of the protein at a very high 

concentration of BMEG. Because of the aggregation of the protein, the flexibility of the side 

chain residue is significantly reduced, which ultimately slows down the conformational motion 

of the aggregated protein.345 

Apart from this, the 𝜏𝑅 value is also associated with a stretching exponent (β), which 

represents the distribution of the conformational relaxation time scale. This distribution of 𝜏𝑅 

value suggests that the conformational motions of the protein are heterogeneous and occur over 

a range of time scales as a result of several short- and long-range fluctuations in the dye-tagged 

protein.352, 353 Many other proteins have also been shown to exhibit this heterogeneous 

conformational dynamics, and the flexibility of the protein structure is thought to be the 

primary factor contributing to the observed heterogeneity in the conformational dynamics of 

the protein.316, 353 From Table 6.4, one can notice that the β value increase significantly in 

presence of BMEG (0.50 to 0.82 in presence of 50% BMEG), whereas the increase of the same 

is very less for ethaline (0.50 to 0.57 in presence of 50% Ethaline). Notably, the β value in 

presence of 50% BMEG is also found to be close to the value observed in presence 6M GdHCl. 

This increase in β value indicates the decrease in the distribution of the conformational 

fluctuation time scales. It should be noted here that when the protein unfolds, the distance 

between the side chain residues of the amino acids and the dye moiety increases, which 

subsequently decreases the effective fluctuations of the unfolded protein resulting in the 

increased β value.316 In the present case also, the significant increase in the β value in BMEG 

as compared to that in Ethaline suggests the complete unfolding of the protein in the presence 

of the former. In this context, it is also important to notice that the fitting parameter (A) 

associated with the 𝜏𝑅 value represents the fraction of molecules in the non-fluorescent state 

due to quenching of FITC by the amino acid residues. In the native state of the protein, the self-

quenching of FITC by the amino acids is very efficient, due to which the dark fraction is very 
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high (75%). However, when the protein unfolds, the quenching of FITC fluorescence is 

suppressed, which results in a decrease in the A value. From the Table, it can be seen that the 

A value decrease from 75% to 40% in 90% Ethaline and 22% in 50 % BMEG, where the latter 

value runs parallelly with the estimated A value in presence of 6M GdHCl (27%, Table 

APX6.1), indicating complete and partially unfolding of the protein in presence of BMEG and 

Ethaline respectively. Moreover, since the G(0) value (i.e., the value of G(τ) at zero time delay) 

is correlated with N via the relationship G(0) =1/N(1-A), a reduction in the A value corresponds 

to a decrease in the G(0) value. This drop in G(0) suggests that there are more molecules in the 

confocal volume that are undergoing conformational fluctuations as a result of protein 

unfolding. Figure 6.4 (a & b) shows that the G(0) value for BMEG drops more than it does for 

ethaline, which also advocates that the former causes larger protein unfolding than the latter. 

However, when more than 70% of BMEG is added, both the A and G(0) value increases. For 

instance, the observed number of molecules dropped from 18 in presence of 60 % BMEG to 

10 in presence of 70 % BMEG. This observation also clearly points to the aggregation of BSA 

at a very high concentration of BMEG. All of the results obtained from the analysis of FCS 

data are found to be in agreement with the findings obtained from the steady-state and time-

resolved fluorescence studies, and it has been found that BMEG significantly altered protein 

structure even at low concentrations and caused aggregation of the protein at higher 

concentration, whereas the protein can remain in a partially unfolded state even in the presence 

of higher Ethaline content. The outcome of this study further delineates that the extent and 

nature of the interaction of protein with different DESs are significantly different from each 

other.  

6.3.4. Conformational Studies of BSA through CD Spectroscopy 

To further ascertain our findings and comment on the extent and nature of protein-DES 

interaction, we have also performed CD experiments. CD spectroscopy is a very informative 
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tool to evaluate the conformational changes in protein structure and its stability in presence of 

external additives.330, 338 It has been documented that the Far−UV CD spectroscopy can be used 

to understand the alteration induced in the secondary structure (α-helical, β-sheet) of proteins 

due to unfolding or refolding of proteins as well as to quantitively estimate the α-helical of the 

protein. The CD spectra of BSA exhibit two distinctively negative peaks due to the transition 

of the amide group of the peptide bond of the protein.315, 330, 338 The two peaks at wavelengths 

of 208 nm and 222 nm represent the π→π* transition and n→π* transition of the protein.315, 

330, 338 In the present study, the far UV–CD spectra of BSA in the absence and presence of 

different quantities of both DESs at 298 K are shown in Figure 6.5. From the figure, it can be 

noticed that the spectral shape of the CD signals does not change significantly even after 

addition of 50% of ethaline, despite the fact that a decrease in the negative CD signal value is 

observed. However, while the CD spectral shape gets abruptly changed in presence of only 

20% of BMEG, the α-helical peak (peak at 208 nm) is completely vanished, indicating the 

structural denaturation of the protein.315, 330, 338 To estimate the α-helix content of BSA 

quantitatively in the absence and presence of both DESs, following equation354 have been used, 

𝑀𝑅𝐸 =  
𝜃𝑜𝑏𝑠

10𝑛𝑐𝑙
                                                                                                            (6.9) 

where, MRE is the mean residue ellipticity, θobs is the observed ellipticity in millidegrees, n is 

the number of amino acid residues (583 for BSA), l is the path length of the cell (0.2 cm), C is 

the molar concentration of BSA. 

𝛼 − ℎ𝑒𝑙𝑖𝑥 (%)  =  
(−𝑀𝑅𝐸208−4000)

33000−4000
× 100                                                                        (6.10) 

where, MRE208 is the calculated MRE value at 208 nm, 4000 is the MRE value of the β-form 

and random coil conformation cross at 208 nm, and 33000 is the MRE value of a pure α-helix 

at 208 nm. 
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Figure 6.5. Far-UV CD spectra of 2 μM BSA in the absence and presence of different quantity 

of (a) Ethaline and (b) BMEG. 

Table 6.5. Variation in the Secondary Structure (α-Helical) of BSA in the presence of different 

quantity of DESs 

ETHALINE  % of α-

Helix 

BMEG  % of α-

Helix 

00 % 53.7 00 % 53.7 

10 %  52.1 05 %  44.6 

20 %  49.3 10 % 24.3 

30 %  44.7 15 % 11.9 

40 %  38.1 20 % 03.8 

50 %  31.6   

 

The percentages of α-helix of BSA as estimated from equation 6.10 are provided in 

Table 6.5. The value of the α-helical content of the native form of BSA in the aqueous buffer 

is found to be 53.7% (Table 6.5), which is very close to the literature-reported value.337, 338 

Analysis of the data in Table 6.5 reveals that the α-helical content of BSA decreases gradually 

in the presence of both DESs indicating the unfolding of the protein due to the interaction 

between the protein and DESs. However, the decrease is found to be relatively more effective 

in BMEG as compared to that in Ethaline. For instance, the α-helical content of the protein 

decreases from ~ 54% to 6% in presence of 20% BMEG, whereas the same remains almost 
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unaffected in the presence of same amount Ethaline. The large decrease in the percentages of 

α-helix of BSA in the presence of BMEG indicates the complete unfolding of the protein, which 

is also consistent with results obtained from the steady-state and time-resolved fluorescence as 

well as from the FCS studies. Interestingly, the α-helical composition of the protein is still 

decent even in the presence of higher quantity (50%) of ethaline (Table 6.5) which shows that 

protein retains a partially unfolded state even at higher ethaline content.  

 The majority of the findings obtained from steady-state and time-resolved 

measurements, FCS studies, and CD studies show that the addition of BMEG significantly 

changes the native structure of the protein and causes complete denaturation, whereas ethaline 

has only a little impact on the protein, allowing it to remain in a partially unfolded state even 

at very high ethaline concentrations. This finding is particularly intriguing since, except from 

a very few numbers of reports316, 325, several prior investigations have shown that the structures 

of various biomolecules, such as lysozyme and bovine serum albumin, are essentially unaltered 

in aqueous mixtures of ChCl-based DESs.317-322 For instance, Bhakuni et al.314 have shown that 

the DES made of ChCl and urea significantly stabilizes the protein despite having a denaturant 

as its primary component due to the stronger interaction between ChCl and urea as compared 

to protein and urea. Additionally, since a DES is formed by combining two distinct 

components, many previous studies have also examined whether the impact of DESs in 

aqueous solutions on the biocatalytic activity and protein stability is caused by DES 

dissociation in water, the combined effects of their individual components, or by the DES 

complex itself.313-316, 320, 322 For example, Venktesu and co-workers322, while working on the 

stability and activity of α-chymotrypsin, have demonstrated that even at a significant dilution 

of DESs, the effect imparted by the ChCl-based DESs on α-chymotrypsin is by virtue of DES 

itself rather than its individual constituent. Similarly, Stamatis and colleagues320 discovered 

that DESs significantly affect the biocatalytic activity of cyt c when compared to the mixture 



Chapter 6 

 

225 | P a g e  
 

of individual components, implying that the effect of DES on enzyme activity is due to the 

presence of DES complex in the reaction mixture rather than the effect of its individual 

components. Considering all of these arguments, it is reasonable to conclude that the interaction 

of BSA with BMEG and Ethaline heavily relies on the interspecies interactions between the 

constituents (HBA and HBD) of each DESs system and the observed effect of both DESs on 

proteins results from DES formation rather than from the synergetic effects contributed by 

individual constituents.  

In this context, it is also important to note here that the difference in the influence of 

BMEG and Ethaline towards the protein structure is also very interesting in a sense that both 

DESs only differ in having different HBAs and share the same HBD (ethylene glycol). This 

observation clearly shows how changes in just one DES component can significantly affect the 

stability and conformational dynamics of a protein. Furthermore, despite the fact that the HBD 

(ethylene) of DESs is anticipated to interact with proteins via hydrogen bonds, it is still referred 

to be an excellent protein stabilizer, which retains the structure and conformation of the 

protein.355 This suggests that the unfolding of the protein ultimately depends on the variation 

in the molecular structure of the HBAs of both DESs and their extent of interaction with both 

the protein and the HBD. Since HBAs of BMEG majorly differs from Ethaline in a sense that 

it has a hydrophobic cationic group (benzyl group), it’s interaction with the HBD as well as 

with the protein secondary structure, is believed to be critical in governing the overall 

destabilization of BSA. It should be mentioned here that a number of earlier research have 

shown that ILs and surfactants with long alkyl chains denature proteins as a result of 

hydrophobic and van der Waals interactions.309-312 Yet, in the current situation, the protein's 

denaturation by BMEG, despite in the absence of a longer hydrophobic chain, is rather unusual. 

Nevertheless, it has also been noted that benzyl group can involve in π-π stacking, cation- π 

interaction, and/or CH-π interaction, which may eventually lead to compaction or 
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destabilization of the protein depending upon the extent of interaction.356 However, alternation 

of the protein structure due to the above mention interactions between protein and external 

additives also heavily dependent on the strength of other factors such as solute–solvent, 

protein–solvent, solute–protein and protein-protein interactions, which ultimately govern the 

fate of the protein.330 This has been rightly pointed out by Saddam et al.316 in their recent 

publication, where they have recently shown that the composition of the protein solvation shell 

and the interactions between the DES and protein are both determined by the relative strength 

of the interspecies hydrogen bonds that are formed between the constituents of DESs and with 

the surrounding water molecules. In view of all these reports, it is reasonable to conclude that 

at lower concentration of ethaline, where one can expect a large disruption in the hydrogen 

bonding network, both the constituents of ethaline involve in strong interaction with 

surrounding water molecules and hence their interaction with protein is minimal due to which 

the protein structure remains unchanged as observed from our data. However, with the increase 

in DES concentration, it is expected that more DES-protein interaction would significantly alter 

the structure and conformation of the protein. But at higher ethaline concentrations, the protein-

DES interaction is now in competition with the interspecies hydrogen bonding network 

interaction inside the DES (interaction among the constituents of ethaline), which results in the 

partial unfolding of the protein. Strong interspecies hydrogen bonding interaction in ethaline 

has already been documented in earlier reports.186, 284 But for BMEG, even a very small 

quantity of the DES causes significant alternation in the protein secondary structure, which 

suggests that the benzyl group of the HBA must be involved in the hydrophobic interaction 

with the protein.  In addition to this, the positive value of the thermodynamic parameters also 

essentially justified our finding that despite the presence of hydrogen bond donor substitutes, 

the interaction of BMEG and protein is mediated through hydrophobic interaction. With the 

increase in BMEG concentration, the complete unfolding protein essentially suggests that the 
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benzyl groups of BMEG have a higher propensity to interact with protein hydrophobically. 

Moreover, at very high BMEG content, the favourable interaction among the unfolded protein 

results in the aggregation of the protein, suggesting significant protein-protein interaction. 

6.4. Conclusion 

In summary, the structure and conformational dynamics of BSA in the presence of two 

structurally and chemically different DESs have been examined in order to have a molecular 

level of understanding of how the nature of constituents of DESs can affect the protein-DES 

interaction. This work is also done with an objective to find out whether all types of DESs or 

only certain kinds of DESs can be used as suitable media for the storage of proteins and 

biomolecules. For this purpose, the behaviour of BSA in the presence of two DESs (i.e., 

Ethaline and BMEG) has been investigated by employing both ensemble average and single 

molecule spectroscopic techniques. Both steady-state and time-resolved fluorescence 

measurements show that the intrinsic fluorescence of the protein gets quenched in the presence 

of BMEG, while no change in the fluorescence is observed in the presence of Ethaline, 

indicating strong BSA-BMEG interaction as compared to BSA-Ethaline interaction. Further, 

the thermodynamic parameters estimated from the steady-state fluorescence measurements 

have confirmed the predominant involvement of hydrophobic interaction during BSA-BMEG 

interaction, and the BSA-BMEG interaction is mostly entropy-driven. Interestingly, a thorough 

examination of FCS data has revealed that while a small quantity of BMEG can completely 

unfolds the protein’s native structure, the protein remains in a partially unfolded state even in 

the presence of very high ethaline content. More interestingly, it has also been observed that at 

very high BMEG concentrations, favourable interaction among the unfolded protein, results in 

the aggregation of BSA due to enhanced protein-protein interaction. All the results obtained 

from both ensemble average and single molecule measurements, which are in perfect 

agreement, suggest that both protein-DES interaction and interspecies interaction among the 
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constituent of DESs regulate the overall stability and conformational dynamics of the protein 

in DESs. Moreover, as BMEG causes aggregation of the protein and protein aggregations are 

linked with many neurodegenerative disorders, the outcome of the current study also clearly 

points out that not all DESs can be treated as an alternative media for the storage of 

biomolecules. The current investigations at both single molecular and ensemble average 

conditions are expected to be helpful in the judicious selection, design, and development of 

novel DESs for protein storage and applications. 

 

6.5. Appendix 

6.5.1. Synthesis of DESs 

Both DESs were synthesized using the typical literature technique.19-20,186,329 Briefly, in a 

conical flask, ethylene glycol (3 mol) and choline chloride or benzyltrimethylammonium 

chloride (1 mol) were mixed and heated in an oil bath at 353 K with continual stirring until a 

transparent homogenous liquid was formed. The liquids were then slowly cooled down to the 

room temperature (298 K) and dried 323 K for several hours and stored in an inert atmosphere 

prior to experiments. The purity of the prepared DESs was checked through 1 H NMR 

spectroscopy in D2O as solvent.  

1H NMR (𝛿𝐻,   𝑝𝑝𝑚) of Ethaline: 5.15 brs (1H, OH), 4.65 brs (6H, OH), 3.55 m (14H, O-CH2), 

3.45 m (2H, N-CH2), 3.12 s (9H, N-(CH3)3). 14H, O-CH2 

1H NMR (𝛿𝐻,   𝑝𝑝𝑚) of BMEG: 7.4 m ( 5H, -C6H5), 4.7 brs (6H, OH), 4.35 s (2H, N-CH2), 3.5 

m (12H, O-CH2), 2.95 s (9H, N-(CH3)3). 
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Figure APX6.1. Steady-state absorption spectra of BSA-FITC in 10mM phosphate buffer. 

 

 

Figure APX6.2. Steady-state absorption spectra of 2 µM of BSA in presence of (a) Ethaline 

and (b) BMEG. 
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Figure APX6.3. Steady-state fluorescence spectra of BSA (2µM) in presence of different 

quantity of BMEG at 303 to 318K. 

 

 

Figure APX6.4. Fluorescence decay traces (𝜆𝑒𝑥= 295nm) of BSA in absence and presence of 

different quantity of (a) Ethaline and (b) BMEG DESs at 298 K. 

 

(a) (b) 
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Figure APX6.5. Stern-Volmer plots for quenching of intrinsic BSA fluorescence by BMEG at 

298 K. The solid line represents the simulated curve obtained by using equation 6.3. 

 

Figure APX6.6. Double logarithmic plot at 303K and 313K for BSA-BMEG. 

 

Figure APX6.7. Steady-state fluorescence spectra of (a) BSA-FITC in presence of GdHCl. 

Steady-state fluorescence spectra of FITC dye only in presence of (b) Ethaline and (c) BMEG 

respectively. 

(a) (b) (c) 
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Figure APX6.8. Fitting of the FCS trace of BSA-FITC in 10 mM phosphate buffer through (a) 

single component diffusion model (equation), and (b) single component diffusion model along 

with stretched relaxation component (equation). (c) Fitting of FITC dye only in buffer through 

single component diffusion model. The corresponding residual shows the goodness of the fit. 

 

Figure APX6.9. (a) FCS traces of BSA-FITC in presence of GdHCl. (b) Normalized fitted 

FCS traces of BSA-FITC in GdHCl. 

Table APX6.1. Estimated fitted parameters of FCS data of BSA-FITC in presence of GdHCl 

Systems A 𝝉𝑹 (µs) β 𝝉𝑫 (ms) 𝒓𝑯 (Å) 

00 % 0.75 ± 0.04 46.1 ± 2.4 0.50 ± 0.03 0.31 ± 0.02 34.8 ± 1.4 

1 M GdHCl 0.73 ± 0.03 45.2 ± 2.2 0.56 ± 0.04 0.37 ± 0.03 35.7 ± 1.5 

2 M GdHCl 0.65 ± 0.03 57.9 ± 3.1 0.59 ± 0.04 0.51 ± 0.05 46.2 ± 1.8 

3 M GdHCl 0.49 ± 0.03 62.1 ± 3.6 0.64 ± 0.06 0.78 ± 0.05 65.6 ± 2.4 

4 M GdHCl 0.42 ± 0.02 69.5 ± 2.9 0.67 ± 0.05 0.99 ± 0.08 76.7 ± 2.9 

5 M GdHCl 0.29 ± 0.02 77.6 ± 3.9 0.76 ± 0.05 1.13 ± 0.09 81.2 ± 2.8 

6 M GdHCl 0.27 ± 0.03 78.9 ± 3.7 0.73 ± 0.04 1.29 ± 0.07 80.8 ± 2.7 

 

(a

) 

(b) (c) 

(a) (b) 
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Summary and Future Prospects 

In summary, in the present thesis work, we have made an attempt to understand structure and 

dynamical behavior of several DESs and RTILs in absence and presence of electrolytes and 

biomolecules. Specifically, attempts have been made to understand the differences in the 

intermolecular interaction, structural organization and dynamics between DESs and RTILs 

having similar functional groups. The influence of increasing numbers of hydroxyl groups on 

the structure and dynamics of ammonium-based RTILs have also been investigated. 

Additionally, in order to realize the potential of DESs for electrochemical applications, 

structural and dynamical behavior of DESs have been investigated in absence and presence of 

lithium salt. Moreover, studies on the effects of DESs on the structure and conformational 

dynamics of BSA have also been carried out. All the aforementioned investigations are done 

by employing various spectroscopic techniques such as steady-state fluorescence, time-

resolved fluorescence (TCSPC and FLUPs), the confocal spectroscopy (FCS), EPR, NMR etc. 

Several interesting results in relation to understanding the basics of solute-solvent and solvent-

solvent interaction, solvent-protein and solvent-electrolytes interaction and its relationship with 

the structural organization of the media have emerged from the present work. The key findings 

of the present thesis are summarized below. 

➢ The microscopic behavior such as solute-solvent and solvent-solvent interactions, and 

structural heterogeneity are found to be considerably different for both DESs and 

RTILs. Moreover, the solvent relaxations of DESs are found to be much faster than 

RTILs. Interestingly, it has also been observed that even at faster time scale, the 

different motions related to solvent relaxation are significantly different for both DESs 

and RTILs 
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➢ It has also been observed that the increase in the number of hydroxyl groups on the 

cation head of RTILs can considerably alter the local structural organisation and 

dynamics of the solvent systems. 

➢ The addition of electrolytes such as lithium salts can significantly affects the rotation, 

translation and solvation dynamics of the DESs and importantly, perturb the nano 

structural organization of the DESs. 

➢ It has also been observed that the interspecies interaction between the constituents of 

DESs significantly alter the DES-protein interaction. Moreover, as BMEG causes 

aggregation of the protein and protein aggregation are linked with many 

neurodegenerative disorders, the outcome of the current thesis work also clearly points 

out that all DESs cannot be treated as an alternative media for the storage of 

biomolecules. 

The current thesis work provides several new and interesting physical insights. The knowledge 

obtained from the current thesis work is expected to be useful in understanding the structural 

organization, intermolecular interaction and dynamics of DESs and RTILs in better fashion. 

The thesis work also suggests that the structure and dynamical behavior of DESs and RTILs 

are different, and DESs may not necessarily be considered as a sub class of ILs, rather DESs 

should be treated as a separate class of solvent with their own identity. Moreover, the current 

thesis work also the highlights the importance of judicious selection of DESs for various bio-

related applications. The current outcome of the present thesis work is expected to advance our 

existing understanding of behavior of DESs and functionalized RTILs at microscopic level. 

The potential for DESs to go well beyond the realm of academia is enormous because 

of their many advantageous properties over traditional solvents. Moreover, DESs have shown 

immense potential in material design and bio-related applications. However, the numbers of 
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DESs available for their use in these fields are currently limited, and only a few specific DESs 

have been utilized. Therefore, in the coming years, new types of DESs having different types 

of constituents (HBAs and HBDs) need to be developed to broaden their scope for application 

in various other fields. 
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