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## Chapter 0

## Synopsis

| 1. Name of the Student: Abhash Kumar Jha <br> 2. Name of the Constituent National Institute of Science Education <br> Institution: and Research, Bhubaneswar |  |
| :--- | :--- |
| 3. Enrolment No. : | MATH11201104002 |
| 4. Title of the Thesis: | Adjoint of Some Linear Maps Construc- |
| ted Using Rankin-Cohen Brackets and |  |
| Special Values of Certain Dirichlet Series |  |

## 1. Introduction

We denote the space of modular forms and the subspace of cusp forms of weight $k$ for $S L_{2}(\mathbb{Z})$ by $M_{k}$ and $S_{k}$, respectively. Suppose $f \in S_{k}$ and $g \in S_{l}$ with Fourier coefficients $a(n)$ and $b(n)$, respectively. For a positive integer $n$, define a Dirichlet series

$$
\begin{equation*}
L_{f, g ; n}(s)=\sum_{m=1}^{\infty} \frac{a(m+n) \overline{b(m)}}{(m+n)^{s}} . \tag{1}
\end{equation*}
$$

Then $L_{f, g ; n}(s)$ is absolutely convergent for $R e(s)>\frac{k+l}{2}$. Kohnen [21] constructed certain cusp forms, whose Fourier coefficients involve special values of the Dirichlet series (1). More precisely, he proved the following:

Theorem 1. [21] Let $k>2, l \geqslant 0$ and $f \in S_{k+l}$ and $g \in S_{l}$ with Fourier coefficients $a(n)$ and $b(n)$, respectively. Then

$$
T_{g}^{*}(f)(z):=\sum_{n=1}^{\infty} n^{k-1} L_{f, g ; n}(k+l-1) q^{n} \in S_{k} .
$$

In fact, the map $S_{k+l} \rightarrow S_{k}$ defined by $f \mapsto \frac{\Gamma(k+l-1)}{\Gamma(k-1)(4 \pi)^{l}} T_{g}^{*}(f)$ is the adjoint of the map $T_{g}: S_{k} \longrightarrow S_{k+l}, h \mapsto g h$, with respect to the Petersson scalar product.

There are many interesting connections between differential operators and modular forms and many interesting results have been found. Rankin [31, 32], gave a general description of the differential operators which send modular forms to modular forms. Cohen [10] explicitly constructed certain bilinear
operators using differential operators and obtained elliptic modular forms. Zagier [38, 37] studied algebraic properties of these bilinear operators and called them Rankin-Cohen brackets. Explicitly, for a given $f \in M_{k}, g \in M_{l}$ and an integer $n \geqslant 0$, the $n$-th Rankin-Cohen bracket $[f, g]_{n} \in M_{k+l+2 n}$ and in fact, $[,]_{n}: M_{k} \times M_{l} \longrightarrow M_{k+l+2 n}$ is a bilinear map. Also, the 0 -th Rankin-Cohen bracket of $f$ and $g$ is the usual product of $f$ and $g$. Recently, the work of Kohnen has been generalized by Herrero [14], where he computed the adjoint of the map constructed using Rankin-Cohen brackets instead of the product map $T_{g}: S_{k} \longrightarrow S_{k+l}, h \mapsto g h$, for a fixed cusp form $g \in S_{l}$. More precisely, for a fixed $g \in M_{l}$ and an integer $n \geqslant 0$, he considered the linear map $T_{g, n}: S_{k} \longrightarrow S_{k+l+2 n}$ defined by $T_{g, n}(f)=[f, g]_{n}$ and computed its adjoint map with respect to the Petersson scalar product. This map involves special values of certain Dirichlet series of Rankin-Selberg type similar to (1) with additional factors arising due to binomial coefficients appearing in the Rankin-Cohen bracket. The result of Kohnen has been generalized to other automorphic forms (e.g., Jacobi forms, Siegel modular forms, Hilbert modular forms, etc.). The main objective of this thesis is to extend the work of Herrero to the case of Jacobi forms, Siegel modular forms of genus two and modular forms of half-integral weight, which are discussed in Chapters 2, 3 and 4 respectively. In Chapter 5, we give some remarks on Rankin's method for certain automorphic forms.

## 2. Jacobi Forms

Let $k, m$ be fixed positive integers and $\Gamma^{J}=S L_{2}(\mathbb{Z}) \ltimes \mathbb{Z}^{2}$. We denote the space of Jacobi forms and the subspace of Jacobi cusp forms of weight $k$ and index $m$ on $\Gamma^{J}$ by $J_{k, m}$ and $J_{k, m}^{\text {cusp }}$ respectively. Choie, Kim and Knopp [5] constructed Jacobi cusp forms whose Fourier coefficients involve special value of certain Dirichlet series of Rankin type. More precisely, for a fixed $\phi \in J_{l, 0}$, they considered the linear map $T_{\phi}: J_{k, m}^{\text {cusp }} \longrightarrow J_{k+l, m}^{\text {cusp }}, \psi \mapsto \phi \psi$ and computed its adjoint with respect to the Petersson scalar product. The Fourier coefficients of the image of a cusp form $\psi$ under the adjoint map involves special values of certain Dirichlet series of Rankin type attached to $\phi$ and $\psi$. Sakata [33] also constructed Jacobi cusp forms with similar Fourier coefficients and generalized the result of Choie, Kim and Knopp by computing the adjoint of the map $T_{\phi}$ for $\phi \in J_{l, n}$. Rankin-Cohen brackets for Jacobi forms were studied by Choie [6, 7] by using the heat operator $L_{m}:=\frac{1}{(2 \pi i)^{2}}\left(8 \pi i m \frac{\partial}{\partial \tau}-\frac{\partial^{2}}{\partial z^{2}}\right)$. For $\nu \geqslant 0, \phi \in J_{k_{1}, m_{1}}$ and $\psi \in J_{k_{2}, m_{2}}$, the $\nu$-th Rankin-Cohen brackets $[\phi, \psi]_{\nu} \in J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}$ and $[,]_{\nu}: J_{k_{1}, m_{1}} \times$ $J_{k_{2}, m_{2}} \longrightarrow J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}$ is a bilinear map.

### 2.1. Statement of the Theorem

For a fixed $\psi \in J_{k_{2}, m_{2}}^{\text {cusp }}$ and an integer $\nu \geq 0$, consider the map $T_{\psi, \nu}: J_{k_{1}, m_{1}}^{\text {cusp }} \rightarrow$ $J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}^{\text {cusp }}$ defined by $T_{\psi, \nu}(\phi)=[\phi, \psi]_{\nu}$. Then $T_{\psi, \nu}$ is a $\mathbb{C}$-linear map between two finite dimensional Hilbert spaces and therefore has an adjoint map
$T_{\psi, \nu}^{*}: J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}^{\text {cusp }} \rightarrow J_{k_{1}, m_{1}}^{\text {cusp }}$ such that $\left\langle\phi, T_{\psi, \nu}(\omega)\right\rangle=\left\langle T_{\psi, \nu}^{*}(\phi), \omega\right\rangle, \forall \phi \in$ $J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}^{\text {cusp }}$ and $\omega \in J_{k_{1}, m_{1}}^{\text {cusp }}$. In the main result, we exhibit the Fourier coefficients of $T_{\psi, \nu}^{*}(\phi)$ for $\phi \in J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}^{\text {cusp }}$. These coefficients involve special values of certain Dirichlet series associated to $\phi$ and $\psi$. We first prove the following lemma to ensure the convergence of Dirichlet series which appears as Fourier coefficients.

Lemma 1. Let $k_{1}>4, k_{2}>3, m_{1}$ and $m_{2}$ be natural numbers. Let $\psi \in J_{k_{2}, m_{2}}^{\text {cusp }}$ with Fourier expansion

$$
\psi(\tau, z)=\sum_{\substack{n_{1}, r_{1} \in \mathbb{Z}, 4 m_{2} n_{1}-r_{1}^{2}>0}} a\left(n_{1}, r_{1}\right) q^{n_{1}} \zeta^{r_{1}},
$$

and $\phi \in J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}^{\text {cusp }}$ with Fourier expansion

$$
\phi(\tau, z)=\sum_{\substack{n_{2}, r_{2} \in \mathbb{Z}, 4\left(m_{1}+m_{2}\right) n_{2}-r_{2}^{2}>0}} b\left(n_{2}, r_{2}\right) q^{n_{2}} \zeta^{r_{2}} .
$$

Then the sum

$$
\sum_{\gamma \in \Gamma_{\infty}^{J} \backslash \Gamma^{J}} \int_{\Gamma^{J} \backslash \mathcal{H} \times \mathbb{C}}\left|\phi(\tau, z) \overline{\left[\left.e^{2 \pi i(n \tau+r z)}\right|_{k_{1}, m_{1}} \gamma, \psi\right]_{\nu}} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}}\right| d V_{J}
$$

converges. Here $d V_{J}=\frac{d u d v d x d y}{v^{3}}$ with $\tau=u+i v$ and $z=x+i y$, is an invariant measure under the action on $\Gamma^{J}$ on $\mathcal{H} \times \mathbb{C}$.

We now state the main theorem.

Theorem 2. [17] Let $k_{1}>4, k_{2}>3, m_{1}$ and $m_{2}$ be natural numbers. Let $\psi \in J_{k_{2}, m_{2}}^{\text {cusp }}$ with Fourier expansion

$$
\psi(\tau, z)=\sum_{\substack{n_{1}, r_{1} \in \mathbb{Z}, 4 m_{2} n_{1}-r_{1}^{2}>0}} a\left(n_{1}, r_{1}\right) q^{n_{1}} \zeta^{r_{1}} .
$$

Then the image of any cusp form $\phi \in J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}^{\text {cusp }}$ with Fourier expansion

$$
\phi(\tau, z)=\sum_{\substack{n_{2}, r_{2} \in \mathbb{Z}, 4\left(m_{1}+m_{2}\right) n_{2}-r_{2}^{2}>0}} b\left(n_{2}, r_{2}\right) q^{n_{2}} \zeta^{r_{2}}
$$

under $T_{\psi, \nu}^{*}$ is given by

$$
T_{\psi, \nu}^{*}(\phi)(\tau, z)=\sum_{\substack{n, r \in \mathbb{Z}, 4 m_{1} n-r^{2}>0}} c_{\nu}(n, r) q^{n} \zeta^{r},
$$

where

$$
\begin{gathered}
c_{\nu}(n, r)=\frac{\left(4 m_{1} n-r^{2}\right)^{k_{1}-\frac{3}{2}}}{\pi^{k_{2}+2 \nu}} \frac{\left(m_{1}+m_{2}\right)^{k_{1}+k_{2}+2 \nu-2}}{m_{1}^{k_{1}-2}} \frac{\Gamma\left(k_{1}+k_{2}+2 \nu-\frac{3}{2}\right)}{\Gamma\left(k_{1}-\frac{3}{2}\right)} \\
\times \sum_{l=0}^{\nu} A_{l}\left(k_{1}, m_{1}, k_{2}, m_{2} ; \nu\right)\left(4 m_{1} n-r^{2}\right)^{l} \sum_{\substack{n_{1}, r_{1} \in \mathbb{Z} \\
4 m_{2} n_{1}-r_{1}^{2}>0}} \frac{\left(4 m_{2} n_{1}-r_{1}^{2}\right)^{\nu-l} \overline{a\left(n_{1}, r_{1}\right)} b\left(n+n_{1}, r+r_{1}\right)}{\left(4\left(n+n_{1}\right)\left(m_{1}+m_{2}\right)-\left(r+r_{1}\right)^{2}\right)^{k_{1}+k_{2}+2 \nu-\frac{3}{2}}}, \\
4\left(m_{1}+m_{2}\right)\left(n+n_{1}\right)-\left(r+r_{1}\right)^{2}>0
\end{gathered}
$$

and

$$
A_{l}\left(k_{1}, m_{1}, k_{2}, m_{2} ; \nu\right)=(-1)^{l}\binom{k_{1}+\nu-\frac{3}{2}}{\nu-l}\binom{k_{2}+\nu-\frac{3}{2}}{l} m_{1}^{\nu-l} m_{2}^{l} .
$$

Remark 1. Fix $\psi \in J_{k_{2}, m_{2}}^{\text {cusp }}$ and suppose that $J_{k_{1}, m_{1}}^{\text {cusp }}$ is one dimensional space generated by $f(\tau, z)$. Then $T_{\psi, \nu}^{*}(\phi)(\tau, z)=\alpha_{\phi} f(\tau, z)$ for some constant $\alpha_{\phi}$ and for all $\phi \in J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}^{\text {cusp }}$. In particular, for $\psi=\phi_{10,1}=\frac{1}{144}\left(E_{6} E_{4,1}-\right.$ $\left.E_{4} E_{6,1}\right) \in J_{10,1}^{\text {cusp }}$ and $k_{1}=12, m_{1}=1\left(J_{12,1}^{\text {cusp }}=\left\langle\phi_{12,1}\right\rangle, \phi_{12,1}:=\frac{1}{144}\left(E_{4}^{2} E_{4,1}-\right.\right.$ $\left.E_{6} E_{6,1}\right)$ ), we have

$$
\left.\begin{array}{c}
\sum_{l=0}^{\nu} A_{l}(12,1,10,1 ; \nu)\left(4 n-r^{2}\right)^{l} \sum_{\substack{n_{1}, r_{1} \in \mathbb{Z} \\
4 n_{1}-r_{1}^{2}>0}} \frac{\left(4 n_{1}-r_{1}^{2}\right)^{\nu-l} \overline{a\left(n_{1}, r_{1}\right)} b\left(n+n_{1}, r+r_{1}\right)}{\left(8\left(n+n_{1}\right)-\left(r+r_{1}\right)^{2}\right)^{22+2 \nu-\frac{3}{2}}} \\
8\left(n+n_{1}\right)-\left(r+r_{1}\right)^{2}>0
\end{array}\right]=\alpha_{\phi} c(n, r)
$$

for all $n, r \in \mathbb{Z}$ such that $4 n-r^{2}>0$, where $a(p, q), b(p, q)$ and $c(p, q)$ are the $(p, q)$-th Fourier coefficients of $\phi_{10,1}, \phi$ and $\phi_{12,1}$ respectively. If we take $\nu=0$ in the above example, we have

$$
\sum_{\substack{\left.n_{1}, r_{1} \in \mathbb{Z} \\ 4 n_{1}-r_{1}^{2}>0 \\ n+n_{1}\right)-\left(r+r_{1}\right)^{2}>0}} \frac{\overline{a\left(n_{1}, r_{1}\right)} b\left(n+n_{1}, r+r_{1}\right)}{\left(8\left(n+n_{1}\right)-\left(r+r_{1}\right)^{2}\right)^{\frac{41}{2}}}=\alpha_{\phi} c(n, r) .
$$

## 3. Siegel Modular forms

We denote the space of Siegel modular forms and the subspace of Siegel cusp forms of weight $k$ and genus $g$ on $\Gamma_{g}:=S p_{2 g}(\mathbb{Z})$ by $M_{k}\left(\Gamma_{g}\right)$ and $S_{k}\left(\Gamma_{g}\right)$ respectively. Lee [25] constructed Siegel cusp forms of genus $g$ by computing the adjoint map of the product map by a fixed Siegel cusp form of genus $g$
with respect to the Petersson scalar product. In the proof, he used Poincaré series of two variables and the holomorphic projection operator developed by Panchishkin [28]. Let $F \in S_{k}\left(\Gamma_{2}\right)$ and $G \in S_{l}\left(\Gamma_{2}\right)$ with Fourier coefficients $A(T)$ and $B(T)$ respectively. For a fixed positive definite $2 \times 2$ matrix $S$ and a non-negative integer $m$, define a Dirichlet series $L_{F, G ; S, m}$ as

$$
\begin{equation*}
L_{F, G ; S, m}(\sigma)=\sum_{T>0} \frac{\operatorname{det}(T)^{m} A(T+S) \overline{B(T)}}{(\operatorname{det}(T+S))^{\sigma}} \tag{2}
\end{equation*}
$$

Then $L_{F, G ; S, m}(\sigma)$ converges for $\operatorname{Re}(\sigma)>\frac{k+l}{2}-m+\frac{5}{18}$. We construct certain Siegel cusp form of genus two whose Fourier coefficients involve special values of the series (2). The Rankin-Cohen type operators for Siegel modular forms of genus two were studied by Choie and Eholzer [3] explicitly and the existence of such operators for general genus were established by Eholzer and Ibukiyama [12].

### 3.1. Statement of the Theorem

For a fixed $G \in S_{l}\left(\Gamma_{2}\right)$ and an integer $\nu \geq 0$, consider the map $T_{G, \nu}$ : $S_{k}\left(\Gamma_{2}\right) \rightarrow S_{k+l+2 \nu}\left(\Gamma_{2}\right)$ defined by $T_{G, \nu}(F)=[F, G]_{\nu}$, where $[F, G]_{\nu}$ is the $\nu$-th Rankin-Cohen bracket of $F$ and $G$. Then $T_{G, \nu}$ is a $\mathbb{C}$-linear map between two finite dimensional Hilbert spaces and therefore has an adjoint map $T_{G, \nu}^{*}: S_{k+l+2 \nu}\left(\Gamma_{2}\right) \rightarrow S_{k}\left(\Gamma_{2}\right)$ given by $\left\langle F, T_{G, \nu}(H)\right\rangle=\left\langle T_{G, \nu}^{*}(F), H\right\rangle, \forall F \in$ $S_{k+l+2 \nu}\left(\Gamma_{2}\right)$ and $H \in S_{k}\left(\Gamma_{2}\right)$. We compute the Fourier coefficients of $T_{G, \nu}^{*}(F)$ in terms of the special values of Dirichlet series defined in (2). We prove the
following lemma.

Lemma 2. Let $k \geqslant 6, l$ be natural numbers and $\nu \geq 0$ be a fixed integer. Let $G \in S_{l}\left(\Gamma_{2}\right)$ with Fourier expansion

$$
G(Z)=\sum_{T_{1}>0} A\left(T_{1}\right) e^{2 \pi i\left(\operatorname{tr}\left(T_{1} Z\right)\right)}
$$

and $F \in S_{k+l+2 \nu}\left(\Gamma_{2}\right)$ with Fourier expansion

$$
F(Z)=\sum_{T_{2}>0} B\left(T_{2}\right) e^{2 \pi i\left(\operatorname{tr}\left(T_{2} Z\right)\right)}
$$

Then the sum $\sum_{M \in \Delta \backslash \Gamma_{2}} \int_{\Gamma_{2} \backslash \mathcal{H}_{2}}\left|F(Z) \overline{\left[\left.e^{2 \pi i(t r(T Z))}\right|_{k} M, G\right]_{\nu}(Z)}(\operatorname{det} Y)^{k+l+2 \nu}\right| d Z$ converges.

Theorem 3. [18] Let $k \geqslant 6, l$ be natural numbers and $\nu \geq 0$ be a fixed integer. Let $G \in S_{l}\left(\Gamma_{2}\right)$ with Fourier expansion

$$
G(Z)=\sum_{T_{1}>0} A\left(T_{1}\right) e^{2 \pi i\left(\operatorname{tr}\left(T_{1} Z\right)\right)}
$$

Then the image of any cusp form $F \in S_{k+l+2 \nu}\left(\Gamma_{2}\right)$ with Fourier expansion

$$
F(Z)=\sum_{T_{2}>0} B\left(T_{2}\right) e^{2 \pi i\left(t r\left(T_{2} Z\right)\right)}
$$

under $T_{G, \nu}^{*}$ is given by

$$
T_{G, \nu}^{*}(F)(Z)=\sum_{T>0} C(T) e^{2 \pi i(t r(T Z))}
$$

Here
$C(T)=\alpha(k, l, \nu) \sum_{r+s+p=\nu} C_{r, s, p}(k, l)(\operatorname{det} T)^{k+r-3 / 2} L_{F, G ; T, s}(k+l+2 \nu-(p+3 / 2))$,
with

$$
\alpha(k, l, \nu)=\frac{(-1)^{\nu} \Gamma_{2}\left(k+l+2 \nu-\frac{3}{2}\right)}{2 \sqrt{\pi} \Gamma\left(k-\frac{3}{2}\right) \Gamma(k-2)(4 \pi)^{2(l+\nu)}},
$$

and

$$
C_{r, s, p}(k, l)=\frac{(k+\nu-3 / 2)_{s+p}}{r!} \frac{(l+\nu-3 / 2)_{r+p}}{s!} \frac{(-(k+l+\nu-3 / 2))_{r+s}}{p!},
$$

where

$$
(x)_{m}=\prod_{0 \leqslant i \leqslant m-1}(x-i)
$$

and the Gamma function $\Gamma_{2}(\sigma)$ is defined as

$$
\Gamma_{2}(\sigma)=\int_{\mathbb{Y}} e^{-\operatorname{tr} Y}(\operatorname{det} Y)^{\sigma-3 / 2} d Y, \quad \text { for } \operatorname{Re}(\sigma)>3 / 2
$$

where $\mathbb{Y}=\left\{Y \in M_{2 \times 2}(\mathbb{C}) \mid Y^{t}=Y>0\right\}$.

## 4. Modular Forms of Half Integral Weight

Let $k \in \mathbb{Z}$ and $\Gamma=\Gamma_{0}(4)$. We denote the space of modular forms and the subspace of cusp forms of weight $k+\frac{1}{2}$ and Dirichlet character $\chi$ for $\Gamma$ by $M_{k+\frac{1}{2}}(\Gamma, \chi)$ and $S_{k+\frac{1}{2}}(\Gamma, \chi)$ respectively. Consider the following three linear maps:
(I) $T_{g, \nu}: S_{k+\frac{1}{2}}(\Gamma) \rightarrow S_{k+l+2 \nu+1}\left(\Gamma, \chi_{2} \chi\right)$, defined by $T_{g, \nu}(f)=[f, g]_{\nu}$, with $g \in$ $M_{l+\frac{1}{2}}\left(\Gamma, \chi_{2}\right)$,
(II) $T_{g, \nu}: S_{k}(\Gamma) \rightarrow S_{k+l+2 \nu+\frac{1}{2}}\left(\Gamma, \chi_{2} \chi\right)$, defined by $T_{g, \nu}(f)=[f, g]_{\nu}$, with $g \in$ $M_{l+\frac{1}{2}}\left(\Gamma, \chi_{2}\right)$,
(III) $T_{g, \nu}: S_{k+\frac{1}{2}}(\Gamma) \rightarrow S_{k+l+2 \nu+\frac{1}{2}}\left(\Gamma, \chi_{2} \chi\right)$, defined by $T_{g, \nu}(f)=[f, g]_{\nu}$, with $g \in$ $M_{l}\left(\Gamma, \chi_{2}\right)$.

We compute the adjoint of these maps with respect to the Petersson inner product. We exhibit explicitly the Fourier coefficients of $T_{g, \nu}^{*}(f)$ for $f \in S_{k+l+2 \nu+1}\left(\Gamma, \chi_{2} \chi\right)$ and these coefficients involve special values of certain Dirichlet series of Rankin-Selberg type associated to $f$ and $g$. We now state the result for the map in (I).

Theorem 4. [19] Let $k$ and $l$ be natural numbers and $\nu \geqslant 0$. Let $g \in$ $M_{l+\frac{1}{2}}\left(\Gamma, \chi_{2}\right)$ with Fourier expansion

$$
g(z)=\sum_{m=0}^{\infty} b(m) q^{m}
$$

Suppose that either (a) $g$ is a cusp form and $k \geqslant 2$, or (b) $g$ is not a cusp form and $l<k-\frac{3}{2}$. Then the image of any cusp form $f \in S_{k+l+2 \nu+1}\left(\Gamma, \chi_{2} \chi\right)$ with Fourier expansion

$$
f(z)=\sum_{m=1}^{\infty} a(m) q^{m}
$$

under $T_{g, \nu}^{*}$ is given by

$$
T_{g, \nu}^{*}(f)(z)=\sum_{n=1}^{\infty} \beta(k, l, \nu ; n) L_{f, g, \nu, n}(\gamma) q^{n}
$$

where $\gamma=k+l+2 \nu, \beta(k, l, \nu ; n)=\frac{\Gamma(k+l+2 \nu) n^{k-\frac{1}{2}}}{\Gamma\left(k-\frac{1}{2}\right)(4 \pi)^{l+2 \nu+\frac{1}{2}}}$, and $L_{f, g, \nu, n}$ is the L-function associated with $f$ and $g$, defined by

$$
L_{f, g, \nu, n}(s)=\sum_{m=1}^{\infty} \frac{a(n+m) \overline{b(m)} \alpha(k, l, \nu, n, m)}{(n+m)^{s}}, s \in \mathbb{C}
$$

with

$$
\alpha(k, l, \nu, n, m)=\sum_{r=0}^{\nu}(-1)^{\nu-r}\binom{\nu}{r} \frac{\Gamma(k+\nu) \Gamma(l+\nu)}{\Gamma(k+r) \Gamma(l+\nu-r)} n^{r} m^{\nu-r} .
$$

Remark 2. We have similar results for the map in (II) with

$$
\gamma=k+l+2 \nu-\frac{1}{2}, \text { and } \beta(k, l, \nu ; n)=\frac{\Gamma\left(k+l+2 \nu-\frac{1}{2}\right) n^{k-1}}{\Gamma(k-1)(4 \pi)^{l+2 \nu+\frac{1}{2}}},
$$

and for the map in (III) with

$$
\gamma=k+l+2 \nu-\frac{1}{2}, \text { and } \beta(k, l, \nu ; n)=\frac{\Gamma\left(k+l+2 \nu-\frac{1}{2}\right) n^{k-\frac{1}{2}}}{\Gamma\left(k-\frac{1}{2}\right)(4 \pi)^{l+2 \nu}},
$$

with the assumption that either (a) $g$ is a cusp form and $k>3$, or (b) $g$ is not a cusp form and $l<k-2$.

Remark 3. Consider the linear map $T_{g, \nu}^{*} \circ T_{g, \nu}$ on $S_{k}(\Gamma)$ with $g(z) \in M_{l}\left(\Gamma, \chi_{2}\right)$. If $\lambda$ is an eigenvalue of $T_{g, \nu}^{*} \circ T_{g, \nu}$, then $\lambda \geqslant 0$. Suppose that $S_{k}(\Gamma)$ is a onedimensional space generated by $f(z)=\sum_{m=1}^{\infty} a(n) q^{n}$. Then $T_{g, \nu}^{*} \circ T_{g, \nu}(h)=$ $\lambda f, \forall h \in S_{k}(\Gamma)$. In particular, $T_{g, \nu}^{*} \circ T_{g, \nu}(f)=\lambda f$ with $\lambda \geqslant 0$ and if we write $T_{g, \nu}^{*} \circ T_{g, \nu}(f)=\sum_{n} c(n) q^{n}$ then

$$
c(n)=\frac{\Gamma(k+l+2 \nu-1)}{\Gamma(k-1)} \frac{n^{k-\frac{1}{2}}}{(4 \pi)^{l+2 \nu}} \sum_{m=1}^{\infty} \frac{a_{T_{g, \nu}(f)}(n+m) \overline{b(m)} \alpha(k, l, \nu, n, m)}{(n+m)^{k+l+2 \nu-1}},
$$

where $a_{T_{g, \nu}(f)}(n)$ is the $n$-th Fourier coefficient of $T_{g, \nu}(f)=[f, g]_{\nu}$. If $a\left(m_{0}\right)$ is the first non-zero Fourier coefficient of $f$ then we have
$\lambda=\frac{\Gamma(k+l+2 \nu-1)}{a\left(m_{0}\right) \Gamma(k-1)} \frac{m_{0}^{k-\frac{1}{2}}}{(4 \pi)^{l+2 \nu}} \sum_{m=1}^{\infty} \frac{a_{T_{g, \nu}(f)}\left(m_{0}+m\right) \overline{b(m)} \alpha\left(k, l, \nu, m_{0}, m\right)}{\left(m_{0}+m\right)^{k+l+2 \nu-1}} \geqslant 0$.

Further, if we take $l=0, k=6, \nu=0$ with $g(z)=\theta(z)=\sum_{n} q^{n^{2}}$ and $\Delta_{4,6}(z)=\sum_{n} \tau_{4,6}(n) q^{n} \in S_{6}\left(\Gamma_{0}(4)\right)$ in map (II), then

$$
\begin{equation*}
\sum_{m=1}^{\infty} \frac{a_{T_{\theta, 0}\left(\Delta_{4,6}\right)}(m+1) \overline{b(m)}}{(m+1)^{\frac{11}{2}}}>0 \tag{3}
\end{equation*}
$$

Now $a_{T_{\theta, 0}\left(\Delta_{4,6}\right)}(m+1)$ is the $(m+1)$-th Fourier coefficient of $\theta(z) \Delta_{4,6}(z)$ and equals to $\sum_{r=1}^{m+1} b(r) \tau_{4,6}(m+1-r)$. Putting the value of $a_{T_{\theta, 0}\left(\Delta_{4,6}\right)}(m+1)$ in
(4.4.1), we have

$$
\sum_{m=1}^{\infty} \frac{\left(\sum_{r=1}^{m^{2}+1} \tau_{4,6}\left(m^{2}+1-r^{2}\right)\right)}{\left(m^{2}+1\right)^{\frac{11}{2}}}>0
$$

## 5. Remarks on Rankin's Method

Rankin [30] showed that for any normalized eigenform $f \in S_{k}$ with Fourier coefficients $a(n)$ and any even integer $l$ with $\frac{k}{2}+2 \leqslant l \leqslant k-4$, one has the following identity

$$
L_{f}^{*}(l) L_{f}^{*}(k-1)=(-1)^{\frac{l}{2}} 2^{k-3} \frac{B_{l}}{l} \frac{B_{k-l}}{k-l}\left\langle f, E_{l} E_{k-l}\right\rangle
$$

where $L_{f}^{*}(s)=(2 \pi)^{s} \Gamma(s) L_{f}(s)$ with $L_{f}(s)=\sum_{n=1}^{\infty} \frac{a(n)}{n^{s}}$.
Zagier generalized the result of Rankin by taking any modular form instead of Eisenstein series i.e., he computed $\left\langle f, g E_{l}\right\rangle$, for $f \in S_{k+l}$ and $g \in M_{k}$. He also considered the Rankin-Cohen bracket instead of product and proved the following theorem.

Theorem 5. [37] Let $l \geqslant k+2>2$ and $\nu \geqslant 0$ be integers. Let $f \in S_{k+l+2 \nu}$ and $g \in M_{k}$ with Fourier coefficients $a(n)$ and $b(n)$ respectively. Then

$$
\left\langle f,\left[g, E_{l}\right]_{\nu}\right\rangle=\frac{\Gamma(k+l+2 \nu-1) \Gamma(l+\nu)}{(4 \pi)^{k+l+2 \nu-1} \Gamma(l)} \sum_{n=1}^{\infty} \frac{a(n) \overline{b(n)}}{n^{k+l-1}} .
$$

To prove it he writes $\left[g, E_{l}\right]_{\nu}$ as a linear combination of Poincaré series and
then computes the Petersson scalar product. We observed that the method of Herrero can be used to give a different proof of Theorem 5. We prove a similar theorem for the case of Siegel modular forms of genus 2 .

Theorem 6. Let $k \geqslant 4, l$ be natural numbers and $\nu \geq 0$ be a fixed integer. Let $G \in S_{l}\left(\Gamma_{2}\right)$ with Fourier coefficients $A(T)$ and $F \in S_{k+l+2 \nu}\left(\Gamma_{2}\right)$ with Fourier coefficients $B(T)$. Then
$\left\langle F,\left[G, E_{k}^{(2)}\right]_{\nu}\right\rangle=\frac{(-1)^{\nu} \Gamma_{2}\left(k+l+2 \nu-\frac{3}{2}\right) \sum_{r+p=\nu} C_{r, 0, p}(k, l)}{(4 \pi)^{2\left(k+l+\nu-\frac{3}{2}\right)}} \sum_{T>0} \frac{\overline{A(T)} B(T)}{(\operatorname{det} T)^{k+l+\nu-\frac{3}{2}}}$.
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## Chapter 1

## Preliminaries

In this chapter we give basic definitions and some properties of modular forms, Jacobi forms and Siegel modular forms.

### 1.1 Notations

Let $\mathbb{N}, \mathbb{Z}, \mathbb{Q}, \mathbb{R}$ and $\mathbb{C}$ be the set of natural numbers, integers, rational numbers, real numbers and complex numbers, respectively. For $z \in \mathbb{C}, \operatorname{Re} z$ denotes the real part of $z$ and $\operatorname{Im} z$ denotes the imaginary part of $z$. For any complex number $z$ and a non-zero real number $c$, we denote by $e_{c}(z)=e^{2 \pi i z / c}$. If $c=1$, we simply write $e(z)$ instead of $e_{1}(z)$. Let $\mathcal{H}=\{\tau \in \mathbb{C}: \operatorname{Im} \tau>0\}$ be the complex upper half-plane. We denote by $q=e(\tau)$, for $\tau \in \mathcal{H}$. For a complex number $z$, the square root is defined as follows:

$$
\sqrt{z}=|z|^{\frac{1}{2}} e^{\frac{i}{2} \arg z}, \text { with }-\pi<\arg z \leqslant \pi
$$

We set $z^{\frac{k}{2}}=(\sqrt{z})^{k}$ for any $k \in \mathbb{Z}$. The full modular group $S L_{2}(\mathbb{Z})$ is defined by

$$
S L_{2}(\mathbb{Z})=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right): a, b, c, d \in \mathbb{Z}, a d-b c=1\right\}
$$

For a positive integer $N$, we denote the congruence subgroup $\Gamma_{0}(N)$ of $S L_{2}(\mathbb{Z})$ as follows:

$$
\Gamma_{0}(N)=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in S L_{2}(\mathbb{Z}): c \equiv 0(\bmod N)\right\}
$$

### 1.2 Modular forms for $S L_{2}(\mathbb{Z})$

The group $G L_{2}^{+}(\mathbb{R})=\left\{\left(\begin{array}{ll}a & b \\ c & d\end{array}\right): a, b, c, d \in \mathbb{R}, a d-b c>0\right\}$ acts on $\mathcal{H}$ via fractional linear transformations, i.e., for $\gamma=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in G L_{2}^{+}(\mathbb{R})$ and $\tau \in \mathcal{H}$

$$
\gamma \cdot \tau:=\frac{a \tau+b}{c \tau+d} .
$$

Let $k \in \mathbb{Z}$ and $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in G L_{2}^{+}(\mathbb{R})$. For a complex valued function $f$ define the slash operator as follows:

$$
\left(\left.f\right|_{k} \gamma\right)(\tau):=(\operatorname{det} \gamma)^{\frac{k}{2}}(c \tau+d)^{-k} f(\gamma \cdot \tau)
$$

Definition 1.2.1. A modular form of weight $k$ for $S L_{2}(\mathbb{Z})$ is a holomorphic function $f: \mathcal{H} \longrightarrow \mathbb{C}$ satisfying

1. $\left.f\right|_{k} \gamma=f, \forall \gamma \in S L_{2}(\mathbb{Z})$, i.e.,

$$
f\left(\frac{a \tau+b}{c \tau+d}\right)=(c \tau+d)^{k} f(\tau), \forall \gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in S L_{2}(\mathbb{Z}) \text { and } \forall \tau \in \mathcal{H}
$$

2. $f$ is holomorphic at infinity, i.e., $f$ has a Fourier series expansion of the form $f(\tau)=\sum_{n=0}^{\infty} a(n) q^{n}$.

If we further have $a(0)=0$, then $f$ is called a cusp form.

We denote the space of all modular forms of weight $k$ for $S L_{2}(\mathbb{Z})$ and the subspace of all cusp forms of weight $k$ for $S L_{2}(\mathbb{Z})$ by $M_{k}$ and $S_{k}$, respectively.

For $f, g \in M_{k}$ such that at least one of them a cusp form, the Petersson scalar product of $f$ and $g$ is defined as:

$$
\langle f, g\rangle=\int_{S L_{2}(\mathbb{Z}) \backslash \mathcal{H}} f(\tau) \overline{g(\tau)}(\operatorname{Im}(\tau))^{k} d^{*} \tau,
$$

where $S L_{2}(\mathbb{Z}) \backslash \mathcal{H}$ is a fundamental domain and $d^{*} \tau=\frac{d u d v}{v^{2}}(\tau=u+i v)$ is an invariant measure under the action of $S L_{2}(\mathbb{Z})$ on $\mathcal{H}$.

Example. Let $k$ be an even integer greater than 2. The normalized Eisenstein series $E_{k}$ of weight $k$ for $S L_{2}(\mathbb{Z})$ is defined as:

$$
E_{k}(\tau):=\frac{1}{2} \sum_{\substack{(m, n) \in \mathbb{Z}^{2}-\{(0,0)\} \\(m, n)=1}} \frac{1}{(m z+n)^{k}} .
$$

Then $E_{k}$ is a modular form of weight $k$ for $S L_{2}(\mathbb{Z})$ with Fourier expansion

$$
E_{k}(\tau)=1-\frac{2 k}{B_{k}} \sum_{n=1}^{\infty} \sigma_{k-1}(n) q^{n}
$$

where $\sigma_{k-1}(n)=\sum_{d \mid n} d^{k-1}$ and $B_{k}$ 's are Bernoulli numbers defined by

$$
\frac{x}{e^{x}-1}=\sum_{k=o}^{\infty} B_{k} \frac{x^{k}}{k!}
$$

The Fourier expansions of $E_{k}$ for $k=4,6,8,10$ and 12 are as follows:

$$
\begin{aligned}
& E_{4}(\tau)=1+240 \sum_{n=1}^{\infty} \sigma_{3}(n) q^{n} \\
& E_{6}(\tau)=1-504 \sum_{n=1}^{\infty} \sigma_{5}(n) q^{n} \\
& E_{8}(\tau)=1+480 \sum_{n=1}^{\infty} \sigma_{7}(n) q^{n} \\
& E_{10}(\tau)=1-264 \sum_{n=1}^{\infty} \sigma_{9}(n) q^{n} \\
& E_{12}(\tau)=1+\frac{65520}{691} \sum_{n=1}^{\infty} \sigma_{11}(n) q^{n}
\end{aligned}
$$

Example. The Ramanujan delta function is defined as

$$
\Delta(\tau):=\frac{1}{1728}\left(E_{4}(\tau)^{3}-E_{6}(\tau)^{2}\right)
$$

$\Delta$ is a cusp form of weight 12 for $S L_{2}(\mathbb{Z})$ with Fourier expansion

$$
\Delta(\tau)=q \prod_{n=1}^{\infty}\left(1-q^{n}\right)^{24}=\sum_{n=1}^{\infty} \tau(n) q^{n}
$$

where $\tau(n)$ is called the Ramanujan tau function.
Example. Let $n$ be a be a positive integer. The $n$-th Poincaŕe series of weight $k$ for $S L_{2}(\mathbb{Z})$ is defined by

$$
\begin{equation*}
P_{k, n}(\tau):=\left.\sum_{\gamma \in \Gamma_{\infty} \backslash S L_{2}(\mathbb{Z})} e^{2 \pi i n \tau}\right|_{k} \gamma, \tag{1.2.1}
\end{equation*}
$$

where $\Gamma_{\infty}:=\left\{ \pm\left(\begin{array}{ll}1 & t \\ 0 & 1\end{array}\right): t \in \mathbb{Z}\right\} . P_{k, m}$ is a cusp form of weight $k>2$ for $S L_{2}(\mathbb{Z})$ with Fourier expansion

$$
P_{k, m}(\tau)=\sum_{n=1}^{\infty} g_{m}(n) q^{n}
$$

where

$$
g_{m}(n)=\delta_{m, n}+(-1)^{\frac{k}{2}+1}\left(\frac{n}{m}\right)^{\frac{k-1}{2}} \pi \sum_{c=1}^{\infty} K_{c}(m, n) J_{k-1}\left(\frac{4 \pi \sqrt{m n}}{c}\right)
$$

and $K_{c}(m, n)$ is the Kloosterman sum defined by

$$
\frac{1}{c} \sum_{\substack{d \\ d d^{-1} \equiv 1(\bmod c) \\(\bmod c)}} e^{2 \pi i\left(\frac{n d+m d^{-1}}{c}\right)},
$$

and $J_{k-1}(x)$ is the Bessel function of order $k-1$. The Poincaŕe series has the following property: If $f \in S_{k}$ with Fourier expansion $f(\tau)=\sum_{m=1}^{\infty} a(m) q^{m}$, then

$$
\begin{equation*}
\left\langle f, P_{k, n}\right\rangle=\frac{\Gamma(k-1)}{(4 \pi n)^{k-1}} a(n) . \tag{1.2.2}
\end{equation*}
$$

We now define Hecke operators which send modular forms to modular forms. Let $n$ be a positive integer. For $f(\tau)=\sum_{m} a(m) q^{m} \in M_{k}$, the $n$-th Hecke operator is defined by

$$
\left(T_{n} f\right)(\tau):=\sum_{m} a_{n}(m) q^{m}
$$

where $a_{n}(m)=\sum_{d \mid(m, n)} \chi(d) d^{k-1} a\left(\frac{m n}{d^{2}}\right)$. If $f \in M_{k}$ (or $S_{k}$ ), then $T_{n} f \in M_{k}$ (or $S_{k}$ ). The family $\left\{T_{n}: n \in \mathbb{N}\right\}$ of Hecke operators is commuting. The Hecke operators $T_{n}$ acting on $S_{k}$ are self-adjoint with respect to the Petersson inner product.

Definition 1.2.2. A cusp form is said to be an eigenform if it is simultaneous eigenfunction for all the Hecke operators.

In the space of cusp forms $S_{k}$, there exists an orthonormal basis consisting of eigenforms of all the Hecke operators $T_{n}$.

Let $f(z) \in S_{k}$, with Fourier expansion $f(\tau)=\sum_{n=1}^{\infty} a(n) q^{n}$. We associate a $L$-function to $f$ defined by

$$
\begin{equation*}
L_{f}(s):=\sum_{n=1}^{\infty} \frac{a_{n}}{n^{s}} . \tag{1.2.3}
\end{equation*}
$$

This series converges for $\operatorname{Re} s>c+1$, where $c=\frac{k}{2}+\epsilon$. Define $\Lambda(s)$ by

$$
\Lambda(s):=\frac{1}{(2 \pi)^{s}} \Gamma(s) L_{f}(s)
$$

then $\Lambda(s)$ extends to an entire function of $s$, and satisfies the functional equation

$$
\Lambda(s)= \pm \Lambda(k-s)
$$

Further, if $f$ is an eigenform with Fourier coefficient $a(n)$ then $L_{f}(s)$ has an Euler product

$$
L_{f}(s)=\prod_{p}\left(1-a_{p} p^{-s}+p^{k-1-2 s}\right)^{-1}
$$

### 1.3 Modular forms for $\Gamma_{0}(N)$

Definition 1.3.1. Let $k$ be an integer and $\chi$ a Dirichlet character modulo $N$. A holomorphic function $f: \mathcal{H} \longrightarrow \mathbb{C}$ is said to be a modular form of weight $k$, level $N$ and character $\chi$ if

1. $\left(\left.f\right|_{k} \gamma\right)(\tau)=\chi(d) f(\tau), \forall \gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma_{0}(N)$, i.e.,

$$
f\left(\frac{a \tau+b}{c \tau+d}\right)=\chi(d)(c \tau+d)^{k} f(\tau), \forall \gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \Gamma_{0}(N) .
$$

2. $f$ is holomorphic at all the cusps of $\Gamma_{0}(N)$.

Further, we say $f$ is a cusp form if $f$ vanishes at all the cusps of $\Gamma_{0}(N)$.

We denote the space of all modular forms and the subspace of all cusp forms of weight $k$, level $N$ with character $\chi$ on $\Gamma_{0}(N)$ by $M_{k}\left(\Gamma_{0}(N), \chi\right)$ and $S_{k}\left(\Gamma_{0}(N), \chi\right)$, respectively. If $\chi$ is the trivial character, then we denote the spaces as $M_{k}\left(\Gamma_{0}(N)\right)$ and $S_{k}\left(\Gamma_{0}(N)\right)$, respectively.

For $f, g \in M_{k}\left(\Gamma_{0}(N), \chi\right)$ such that at least one of them a cusp form, the Petersson scalar product of $f$ and $g$ is defined as:

$$
\langle f, g\rangle=\frac{1}{\left[S L_{2}(\mathbb{Z}): \Gamma_{0}(N)\right]} \int_{\Gamma_{0}(N) \backslash \mathcal{H}} f(\tau) \overline{g(\tau)}(\operatorname{Im}(\tau))^{k} d^{*} \tau,
$$

where $\Gamma_{0}(N) \backslash \mathcal{H}$ is a fundamental domain for the action of $\Gamma_{0}(N)$ on $\mathcal{H}$.
The following lemma tells about the growth of the Fourier coefficients of a modular form.

Lemma 1.3.2. [16] If $f \in M_{k}\left(\Gamma_{0}(N), \chi\right)$ with Fourier coefficients $a(n)$, then

$$
a(n) \ll|n|^{k-1+\epsilon}
$$

and moreover, if $f$ is a cusp form, then

$$
a(n) \ll|n|^{\frac{k}{2}-\frac{1}{4}+\epsilon} .
$$

For more details on the theory of modular forms of integral weight, we refer to [16, 20].

### 1.4 Modular forms of half-integral weight

Let $\Gamma=\Gamma_{0}(4)$. For $k \in \mathbb{Z}+\frac{1}{2}$ and $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma$ define the slash operator as follows:

$$
\left(f \tilde{1}_{k} \gamma\right)(\tau):=\left(\frac{c}{d}\right)\left(\frac{-4}{d}\right)^{k}(c \tau+d)^{-k} f(\gamma \cdot \tau),
$$

where $\left(\frac{c}{d}\right)$ is the Kronecker symbol.
Definition 1.4.1. Let $k$ be an integer and $\chi$ a Dirichlet character modulo 4. A holomorphic function $f: \mathcal{H} \longrightarrow \mathbb{C}$ is said to be a modular form of weight $k+\frac{1}{2}$ and character $\chi$ for $\Gamma$ if

1. $\left(f \tilde{\mid}_{k+\frac{1}{2}} \gamma\right)(\tau)=\chi(d) f(\tau), \forall \gamma=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in \Gamma$.
2. $f$ is holomorphic at all the cusps of $\Gamma$.

Further, we say $f$ is a cusp form if $f$ vanishes at all the cusps of $\Gamma$.

We denote the space of all modular forms and the subspace of all cusp forms of weight $k+\frac{1}{2}$ with character $\chi$ on $\Gamma$ by $M_{k+\frac{1}{2}}(\Gamma, \chi)$ and $S_{k+\frac{1}{2}}(\Gamma, \chi)$, respectively. The Petersson scalar product on $S_{k+\frac{1}{2}}(\Gamma, \chi)$ is defined as follows:

$$
\langle f, g\rangle=\int_{\Gamma \backslash \mathcal{H}} f(\tau) \overline{g(\tau)}(\operatorname{Im}(\tau))^{k+\frac{1}{2}} d^{*} \tau
$$

The space $S_{k+\frac{1}{2}}(\Gamma, \chi)$ is a finite dimensional Hilbert space.

Definition 1.4.2. Let $n$ be a be a positive integer. The $n$-th Poincare series of weight $k+\frac{1}{2}$, where $k \in \mathbb{Z}$ is defined by

$$
\begin{equation*}
P_{k+\frac{1}{2}, n}(\tau):=\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} e^{2 \pi i n \tau} \tilde{\Gamma}_{k+\frac{1}{2}} \gamma \tag{1.4.1}
\end{equation*}
$$

It is well-known that $P_{k+\frac{1}{2}, n} \in S_{k+\frac{1}{2}}(\Gamma)$ for $k>2$. This series has the following property:

Lemma 1.4.3. Let $f \in S_{k+\frac{1}{2}}(\Gamma)$ with Fourier expansion

$$
f(\tau)=\sum_{m=1}^{\infty} a(m) q^{m}
$$

Then

$$
\begin{equation*}
\left\langle f, P_{k+\frac{1}{2}, n}\right\rangle=\frac{\Gamma\left(k-\frac{1}{2}\right)}{(4 \pi n)^{k-\frac{1}{2}}} a(n) . \tag{1.4.2}
\end{equation*}
$$

The following lemma tells about the growth of the Fourier coefficients of a modular form.

Lemma 1.4.4. If $f \in M_{k+\frac{1}{2}}(\Gamma, \chi)$ with Fourier coefficients $a(n)$, then

$$
a(n) \ll|n|^{k-\frac{1}{2}+\epsilon},
$$

and moreover, if $f \in S_{k+\frac{1}{2}}(\Gamma, \chi)$ is a cusp form, then

$$
a(n) \ll|n|^{\frac{k}{2}+\epsilon} .
$$

For more details on the theory of modular forms of half-integral weight, we refer to $[20,34]$.

### 1.5 Jacobi forms

The Jacobi group $\Gamma^{J}:=S L_{2}(\mathbb{Z}) \ltimes(\mathbb{Z} \times \mathbb{Z})$ acts on $\mathcal{H} \times \mathbb{C}$ by

$$
\left(\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right),(\lambda, \mu)\right) \cdot(\tau, z)=\left(\frac{a \tau+b}{c \tau+d}, \frac{z+\lambda \tau+\mu}{c \tau+d}\right)
$$

Let $k, m$ be fixed positive integers. For a complex valued function $\phi$ on $\mathcal{H} \times \mathbb{C}$ and $\gamma=\left(\left(\begin{array}{ll}a & b \\ c & d\end{array}\right),(\lambda, \mu)\right) \in \Gamma^{J}$ define

$$
\left.\left(\left.\phi\right|_{k, m} \gamma\right)(\tau, z):=(c \tau+d)^{-k} e^{2 \pi i m\left(-\frac{c(z+\lambda \tau+\mu)^{2}}{c \tau+d}+\lambda^{2} \tau+2 \lambda z\right.}\right) \phi(\gamma \cdot(\tau, z))
$$

Definition 1.5.1. A Jacobi form of weight $k$ and index $m$ on $\Gamma^{J}$ is a holomorphic function $\phi: \mathcal{H} \times \mathbb{C} \rightarrow \mathbb{C}$ satisfying the following:

$$
\left.\phi\right|_{k, m} \gamma=\phi, \quad \forall \gamma \in \Gamma^{J}
$$

and having a Fourier expansion of the form

$$
\phi(\tau, z)=\sum_{\substack{n, r \in \mathbb{Z} \\ r^{2} \leq 4 n m}} c(n, r) q^{n} \zeta^{r} \quad\left(q=e^{2 \pi i \tau}, \zeta=e^{2 \pi i z}\right)
$$

Further, we say $\phi$ is a cusp form if $c(n, r) \neq 0 \Longrightarrow r^{2}<4 n m$.

We denote the space of all Jacobi forms and the subspace of all Jacobi cusp forms by $J_{k, m}$ and $J_{k, m}^{\text {cusp }}$ respectively. The Petersson scalar product of $\phi, \psi \in$ $J_{k, m}^{\text {cusp }}$ is defined as :

$$
\langle\phi, \psi\rangle=\int_{\Gamma^{J} \backslash \mathcal{H} \times \mathbb{C}} \phi(\tau, z) \overline{\psi(\tau, z)} v^{k} e^{\frac{-4 \pi m y^{2}}{v}} d V_{J},
$$

where $d V_{J}=\frac{d u d v d x d y}{v^{3}}$ is an invariant measure under the action on $\Gamma^{J}$ on $\mathcal{H} \times \mathbb{C}$ with $\tau=u+i v, z=x+i y$ and $\Gamma^{J} \backslash \mathcal{H} \times \mathbb{C}$ is a fundamental domain for the action of $\Gamma^{J}$ on $\mathcal{H} \times \mathbb{C}$. The space $\left(J_{k, m}^{\text {cusp }},\langle\rangle,\right)$ is a finite dimensional Hilbert space.

Example 1.5.1. Let $k \geqslant 4$ be an even integer. The Jacobi Eisenstein series of weight $k$ and index $m$ is defined as

$$
E_{k, m}(\tau, z)=\frac{1}{2} \sum_{\substack{c, d \in \mathbb{Z} \\(c, d)=1}} \sum_{\lambda \in \mathbb{Z}}(c \tau+d)^{-k} e^{m}\left(\lambda^{2} \frac{a \tau+b}{c \tau+d}+2 \lambda \frac{z}{c \tau+d}-\frac{c z^{2}}{c \tau+d}\right),
$$

where $a$ and $b$ are such that $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S L_{2}(\mathbb{Z})$. Then $E_{k, m}$ is a Jacobi form of weight $k$ and index $m$ for $\Gamma^{J}$.

Example 1.5.2. Let $m, n$ and $r$ be fixed integers with $r^{2}<4 m n$. The $(n, r)$ -
th Jacobi-Poincaré series of weight $k$ and index $m$ is defined as

$$
\begin{gathered}
P_{k, m ;(n, r)}(\tau, z):=\left.\sum_{\gamma \in \Gamma_{\infty}^{J} \backslash \Gamma^{J}} e^{2 \pi i(n \tau+r z)}\right|_{k, m} \gamma \\
\text { Here } \Gamma_{\infty}^{J}:=\left\{\left(\left(\begin{array}{cc}
1 & t \\
0 & 1
\end{array}\right),(0, \mu)\right): t, \mu \in \mathbb{Z}\right\} . \text { It is well-known that } P_{k, m ;(n, r)} \in \\
J_{k, m}^{\text {cusp }} \text { for } k>2(\text { see [13]). }
\end{gathered}
$$

This series has the following property:
Lemma 1.5.2. Let $\phi \in J_{k, m}^{\text {cusp }}$ with Fourier expansion

$$
\phi(\tau, z)=\sum_{\substack{n, r \in \mathbb{Z}, r^{2}<4 n m}} c(n, r) q^{n} \zeta^{r} .
$$

Then

$$
\begin{equation*}
\left\langle\phi, P_{k, m ;(n, r)}\right\rangle=\alpha_{k, m}\left(4 m n-r^{2}\right)^{-k+\frac{3}{2}} c(n, r), \tag{1.5.2}
\end{equation*}
$$

where

$$
\alpha_{k, m}=\frac{m^{k-2} \Gamma\left(k-\frac{3}{2}\right)}{2 \pi^{k-\frac{3}{2}}} .
$$

The following lemma tells about the growth of the Fourier coefficients of a Jacobi form.

Lemma 1.5.3 (Choie, Kohnen [9]). If $\phi \in J_{k, m}$ and $k>3$ with Fourier coefficients $c(n, r)$, then

$$
c(n, r) \ll\left|r^{2}-4 n m\right|^{k-\frac{3}{2}},
$$

and moreover, if $\phi$ is a Jacobi cusp form, then

$$
c(n, r) \ll\left|r^{2}-4 n m\right|^{\frac{k}{2}-\frac{1}{2}} .
$$

For more details on the theory of Jacobi forms, we refer to [11].

### 1.6 Siegel modular forms

Let $\mathcal{H}_{g}:=\left\{Z=X+i Y \in M_{2 g}(\mathbb{C}) \mid Z^{t}=Z, Y>0\right\}$ be the Siegel upper half-plane. Let $\Gamma_{g}$ be the symplectic group $S p_{2 g}(\mathbb{Z})$ of genus $2 g$ defined as $\Gamma_{g}:=\left\{M \in M_{2 g}(\mathbb{Z}): M J_{2 g} M^{t}=J_{2 g}\right\}, \quad J_{2 g}=\left(\begin{array}{cc}O_{g} & -I_{g} \\ -I_{g} & O_{g}\end{array}\right)$, where $O_{g}$ and $I_{g}$ are zero matrix and identity matrix of order $g \times g$, respectively. If $M=\left(\begin{array}{ll}A & B \\ C & D\end{array}\right) \in \Gamma_{g}$ with $A, B, C, D \in M_{g}(\mathbb{Z})$, then $A B^{t}=B A^{t}, C D^{t}=$ $D C^{t}, A D^{t}-B C^{t}=I_{g}$. The group $\Gamma_{g}$ acts on $\mathcal{H}_{g}$ via

$$
\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right) \cdot Z=(A Z+B)(C Z+D)^{-1}
$$

Let $k$ be a fixed positive integer and $M=\left(\begin{array}{cc}A & B \\ C & D\end{array}\right) \in \Gamma_{g}$. For a complex valued function $F$ on $\mathcal{H}_{g}$, define the slash operator

$$
\left(\left.F\right|_{k} M\right)(Z):=\operatorname{det}(C Z+D)^{-k} F(M \cdot Z), \quad Z \in \mathcal{H}_{g} .
$$

Definition 1.6.1. A Siegel modular form of weight $k$ and genus $g$ is a holomorphic function $F: \mathcal{H}_{g} \rightarrow \mathbb{C}$ satisfying $\left.F\right|_{k} M=F, \forall M \in \Gamma_{g}$ i.e., $F\left((A Z+B)(C Z+D)^{-1}\right)=(\operatorname{det}(C Z+D))^{k} F(Z)$ and having a Fourier expansion of the form

$$
\begin{equation*}
F(Z)=\sum_{T \geq 0} A(T) e^{2 \pi i(t r(T Z))}, \tag{1.6.1}
\end{equation*}
$$

where the summation runs over positive semi-definite half-integral (i.e., $2 t_{i j}, t_{i i} \in$ $\mathbb{Z}) g \times g$ matrices $T$.

We denote the space of Siegel modular forms of weight $k$ and genus $g$ on $\Gamma_{g}$ by $M_{k}\left(\Gamma_{g}\right)$. Further, we say $F$ is a cusp form if the summation in (1.6.1) runs over positive definite half-integral matrices $T$. We denote the space of Siegel cusp forms by $S_{k}\left(\Gamma_{g}\right)$.

We now restrict to the case $g=2$. If $Z \in \mathcal{H}_{2}$, then $Z=\left(\begin{array}{cc}\tau & z \\ z & \tau^{\prime}\end{array}\right)$ with $\tau, \tau^{\prime} \in \mathcal{H}, z \in \mathbb{C}$, and $T=\left(\begin{array}{cc}n & \frac{r}{2} \\ \frac{r}{2} & m\end{array}\right)$ with $n, r, m \in \mathbb{Z}, n, m \geqslant 0$, and $r^{2} \leqslant 4 n m$. Write $F\left(\tau, z, \tau^{\prime}\right)$ for $F(Z)$ and $A(n, r, m)$ for $A(T)$, then Fourier expansion of $F$ becomes

$$
F\left(\tau, z, \tau^{\prime}\right)=\sum_{\substack{n, r, m \in \mathbb{Z} \\ n, m \geqslant 0 \\ 4 n m-r^{2} \geqslant 0}} A(n, r, m) e^{2 \pi i\left(n \tau+r z+m \tau^{\prime}\right)}
$$

Theorem 1.6.2. Let $F$ be a Siegel modular form of weight $k$ and genus 2 and write the Fourier expansion of $F$ in the form

$$
F\left(\tau, z, \tau^{\prime}\right)=\sum_{m=0}^{\infty} \phi_{m}(\tau, z) e^{2 \pi i m \tau^{\prime}}
$$

Then $\phi_{m}$ is a Jacobi form weight $k$ and index $m$, for each $m$.

One has the following estimate for the Fourier coefficients of Siegel cusp forms of genus 2 .

Theorem 1.6.3. [22, 23, 1] Let $F$ be a Siegel cusp form of weight $k$ and genus 2 with Fourier coefficients $A(T)$. Then

$$
\begin{equation*}
A(T)<_{F, \epsilon}(\operatorname{det} T)^{k / 2-13 / 36+\epsilon} \quad(\epsilon>0) \tag{1.6.2}
\end{equation*}
$$

The Petersson scalar product on $S_{k}\left(\Gamma_{2}\right)$ is defined as

$$
\langle F, G\rangle=\int_{\Gamma_{2} \backslash \mathcal{H}_{2}} F(Z) \overline{G(Z)}(\operatorname{det} Y)^{k} d Z
$$

where $F, G \in S_{k}\left(\Gamma_{2}\right), Z=X+i Y$ and $d Z=(\operatorname{det} Y)^{-3} d X d Y$ is an invariant measure under the action of $\Gamma_{2}$ on $\mathcal{H}_{2}$. The space $\left(S_{k}\left(\Gamma_{2}\right),\langle\rangle,\right)$ is a finite dimensional Hilbert space.

Example 1.6.1. Let $k \geqslant 4$ be a fixed even integer. Then the Eisenstein
series of weight $k$ and genus 2 is defined as

$$
E_{k}^{(2)}(Z):=\left.\sum_{M \in \Delta \backslash \Gamma_{2}} 1\right|_{k} M
$$

Here $\Delta:=\left\{\left(\begin{array}{cc}I_{2} & S \\ 0 & I_{2}\end{array}\right): S \in M_{2 \times 2}(\mathbb{Z}), S^{t}=S\right\}$ is a subgroup of $\Gamma_{2}$. It is well-known that $E_{k}^{(2)} \in M_{k}\left(\Gamma_{2}\right)$.

Example 1.6.2. Let $k \geqslant 6$ be a fixed positive integer and $T$ be a fixed symmetric positive definite half-integral $2 \times 2$ matrix. Then the $T$-th Poincare series of weight $k$ and genus 2 is defined as

$$
\begin{equation*}
P_{k, T}(Z):=\left.\sum_{M \in \Delta \backslash \Gamma_{2}} e^{2 \pi i(t r(T Z))}\right|_{k} M . \tag{1.6.3}
\end{equation*}
$$

Then $P_{k, T}$ is a Siegel cusp form of weight $k$ and genus 2.

The Poincaŕe series has the following property:

Lemma 1.6.4. [24] Let $F \in S_{k}\left(\Gamma_{2}\right)$ with Fourier expansion

$$
F(Z)=\sum_{T>0} A(T) e^{2 \pi i(t r(T Z))}
$$

Then

$$
\begin{equation*}
\left\langle F, P_{k, T}\right\rangle=c_{k}(\operatorname{det} T)^{-k+\frac{3}{2}} A(T) \tag{1.6.4}
\end{equation*}
$$

where

$$
c_{k}=2 \sqrt{\pi}(4 \pi)^{3-2 k} \Gamma(k-3 / 2) \Gamma(k-2) .
$$

For basic theory on Siegel modular forms, we refer to [2, 27].

### 1.7 Rankin-Cohen brackets

There are many interesting connections between differential operators, and modular forms and many interesting results have been found. Rankin [31, 32] gave a general description of the differential operators which send modular forms to modular forms. Cohen [10] explicitly constructed certain bilinear operators using differential operators and obtained elliptic modular forms with interesting Fourier coefficients. Zagier [38, 37] studied algebraic properties of these bilinear operators and called them Rankin-Cohen brackets.

Let $k$ and $l$ be real numbers and $\nu \geq 0$ be an integer. Let $f$ and $g$ be two complex-valued holomorphic functions on $\mathcal{H}$. Define the $\nu$-th Rankin-Cohen bracket of $f$ and $g$ by

$$
\begin{equation*}
[f, g]_{\nu}:=\sum_{r=0}^{\nu}(-1)^{\nu-r}\binom{\nu}{r} \frac{\Gamma(k+\nu) \Gamma(l+\nu)}{\Gamma(k+r) \Gamma(l+\nu-r)} D^{r} f D^{\nu-r} g \tag{1.7.1}
\end{equation*}
$$

where $D^{r} f=\frac{1}{(2 \pi i)^{r}} \frac{d^{r} f}{d \tau^{r}}$ and $\Gamma(x)$ is the usual Gamma function.
Remark 1.7.1. We note that the 0 -th Rankin-Cohen bracket is the usual product, i.e., $[f, g]_{0}=f g$.

Remark 1.7.2. One has the following property:

$$
\begin{equation*}
\left[\left.f\right|_{k} \gamma,\left.g\right|_{l} \gamma\right]_{\nu}=\left.[f, g]\right|_{k+l+2 \nu} \gamma, \quad \forall \gamma \in \Gamma . \tag{1.7.2}
\end{equation*}
$$

Theorem 1.7.1 (Cohen [10]). Let $\nu \geq 0$, be an integer and $f \in M_{k}\left(\Gamma, \chi_{1}\right)$ and $g \in M_{l}\left(\Gamma, \chi_{2}\right)$. Then $[f, g]_{\nu} \in M_{k+l+2 \nu}\left(\Gamma, \chi_{1} \chi_{2} \chi\right)$,
where $\chi= \begin{cases}1, & \text { if both } k, l \in \mathbb{Z}, \\ \chi_{-4}^{k}, & \text { if } k \in \mathbb{Z} \text { and } l \in \mathbb{Z}+\frac{1}{2}, \\ \chi_{-4}^{l}, & \text { if } k \in \mathbb{Z}+\frac{1}{2} \text { and } l \in \mathbb{Z}, \\ \chi=\chi_{-4}^{k+l} & \text { if both } k, l \in \mathbb{Z}+\frac{1}{2} .\end{cases}$

Moreover, if $\nu>0$, then $[f, g]_{\nu} \in S_{k+l+2 \nu}\left(\Gamma, \chi_{1} \chi_{2} \chi\right)$. In fact, $[,]_{\nu}$ is a bilinear map from $M_{k}\left(\Gamma, \chi_{1}\right) \times M_{l}\left(\Gamma, \chi_{2}\right)$ to $M_{k+l+2 \nu}\left(\Gamma, \chi_{1} \chi_{2} \chi\right)$. Here $\chi_{-4}$ is the character defined by $\chi_{-4}(\cdot)=\left(\frac{-4}{\cdot}\right)$.

### 1.7.1 Rankin-Cohen brackets on Jacobi forms

Rankin-Cohen brackets for Jacobi forms were studied by Choie [6, 7] by using the heat operator. For an integer $m$, we define the heat operator

$$
L_{m}:=\frac{1}{(2 \pi i)^{2}}\left(8 \pi i m \frac{\partial}{\partial \tau}-\frac{\partial^{2}}{\partial z^{2}}\right) .
$$

Let $k_{1}, k_{2}, m_{1}$ and $m_{2}$ be positive integers and $\nu \geq 0$ be an integer. Let $\phi$ and $\psi$ be two complex-valued holomorphic functions on $\mathcal{H} \times \mathbb{C}$. Define the $\nu$-th Rankin-Cohen bracket of $\phi$ and $\psi$ by

$$
\begin{equation*}
[\phi, \psi]_{\nu}:=\sum_{l=0}^{\nu}(-1)^{l}\binom{k_{1}+\nu-\frac{3}{2}}{\nu-l}\binom{k_{2}+\nu-\frac{3}{2}}{l} m_{1}^{\nu-l} m_{2}^{l} L_{m_{1}}^{l}(\phi) L_{m_{2}}^{\nu-l}(\psi) . \tag{1.7.3}
\end{equation*}
$$

We note here that $x!=\Gamma(x+1)$.

Remark 1.7.3. Using the action of heat operator, one can verify that

$$
\begin{equation*}
\left[\left.\phi\right|_{k_{1}, m_{1}} \gamma,\left.\psi\right|_{k_{2}, m_{2}} \gamma\right]_{\nu}=\left.[\phi, \psi]\right|_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}} \gamma, \quad \forall \gamma \in \Gamma^{J} . \tag{1.7.4}
\end{equation*}
$$

Remark 1.7.4. If $\nu \geq 0$ and $\phi_{i} \in J_{k_{i}, m_{i}}$ (or $J_{k_{i}, m_{i}}^{\text {cusp }}$ ), $i=1,2$ then

$$
\left[\phi_{1}, \phi_{2}\right]_{\nu} \in J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}\left(\text { or } J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}^{\text {cusp }}\right),
$$

and if $\nu>0$, then

$$
\left[\phi_{1}, \phi_{2}\right]_{\nu} \in J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}^{\text {cusp }}
$$

In fact, $[,]_{\nu}$ is a bilinear map from $J_{k_{1}, m_{1}} \times J_{k_{2}, m_{2}}$ to $J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}$.

Remark 1.7.5. We note that the 0-th Rankin-Cohen bracket is the usual product of Jacobi forms i.e., $[\phi, \psi]_{0}=\phi \psi$.

### 1.7.2 Rankin-Cohen brackets on Siegel modular forms of genus two

Rankin-Cohen brackets for Siegel modular forms of genus two were studied in [3] explicitly and existence of recursion formula in [12] for general genus. Let $k, l$ be positive integers and $\nu \geq 0$ be an integer. Let $F$ and $G$ be two complex-valued holomorphic functions on $\mathcal{H}_{2}$. Let $\mathbb{D}$ be the differential operator defined by

$$
\mathbb{D}:=4 \frac{\partial}{\partial \tau} \frac{\partial}{\partial \tau^{\prime}}-\frac{\partial^{2}}{\partial z^{2}}, \quad \text { for } \quad Z=\left(\begin{array}{cc}
\tau & z \\
z & \tau^{\prime}
\end{array}\right) \in \mathcal{H}_{2} .
$$

Define the $\nu$-th Rankin-Cohen bracket of $F$ and $G$ by

$$
\begin{equation*}
[F, G]_{\nu}:=\sum_{r+s+p=\nu} C_{r, s, p}(k, l) \mathbb{D}^{p}\left(\mathbb{D}^{r}(F) \mathbb{D}^{s}(G)\right) \tag{1.7.5}
\end{equation*}
$$

where

$$
C_{r, s, p}(k, l)=\frac{(k+\nu-3 / 2)_{s+p}}{r!} \frac{(l+\nu-3 / 2)_{r+p}}{s!} \frac{(-(k+l+\nu-3 / 2))_{r+s}}{p!},
$$

and

$$
(x)_{m}=\prod_{0 \leqslant i \leqslant m-1}(x-i)
$$

Remark 1.7.6. One has the following relation

$$
\begin{equation*}
\left[\left.F\right|_{k} M,\left.G\right|_{l} M\right]_{\nu}=\left.[F, G]\right|_{k+l+2 \nu} M, \quad \forall M \in \Gamma_{2} . \tag{1.7.6}
\end{equation*}
$$

Remark 1.7.7. If $F \in M_{k}\left(\Gamma_{2}\right)$ and $G \in M_{l}\left(\Gamma_{2}\right)$, then

$$
[F, G]_{\nu} \in M_{k+l+2 \nu}\left(\Gamma_{2}\right)
$$

Moreover, if $\nu>0$, then

$$
[F, G]_{\nu} \in S_{k+l+2 \nu}\left(\Gamma_{2}\right)
$$

In fact, $[,]_{\nu}: M_{k}\left(\Gamma_{2}\right) \times M_{l}\left(\Gamma_{2}\right) \longrightarrow M_{k+l+2 \nu}\left(\Gamma_{2}\right)$ is a bilinear map.
Remark 1.7.8. The 0-th Rankin-Cohen bracket is the usual product i.e., $[F, G]_{0}=F G$.

## Chapter 2

## Adjoint of some linear maps on

## Jacobi forms

### 2.1 Introduction

Let $k$ and $l$ be positive integers. Let $f(\tau)=\sum_{m} a(m) q^{m} \in S_{k}$ and $g(\tau)=$ $\sum_{m} b(m) q^{m} \in S_{l}$. For a positive integer $n$, define a Dirichlet series as follows:

$$
\begin{equation*}
L_{f, g ; n}(s):=\sum_{m=1}^{\infty} \frac{a(m+n) \overline{b(m)}}{(m+n)^{s}} \tag{2.1.1}
\end{equation*}
$$

Using Deligne's estimate one can see that the series $L_{f, g ; n}(s)$ is absolutely convergent for $R e(s)>\frac{k+l}{2}$. Using the existence of adjoint map and property of Poincaŕe series, Kohnen [21] constructed certain cusp forms whose Fourier coefficients involve special values of the Dirichlet series (2.1.1). More
precisely:

Theorem 2.1.1 (Kohnen [21]). Let $k$ and $l$ be a positive integers with $k>$ $l+2$. Let $f \in S_{k+l}$ and $g \in S_{l}$ with Fourier expansions

$$
f(\tau)=\sum_{m=0}^{\infty} a(m) q^{m} \text { and } g(\tau)=\sum_{m=0}^{\infty} b(m) q^{m}
$$

Then the function

$$
T_{g}^{*}(f)(\tau):=\sum_{n=1}^{\infty} n^{k-1} L_{f, g ; n}(k+l-1) q^{n}
$$

is a cusp form of weight $k$ for $S L_{2}(\mathbb{Z})$. In fact, the map $S_{k+l} \rightarrow S_{k}$ defined by $f \mapsto \frac{\Gamma(k+l-1)}{\Gamma(k-1)(4 \pi)^{l}} T_{g}^{*}(f)$ is the adjoint of the map $T_{g}: S_{k} \longrightarrow S_{k+l}, h \mapsto g h$, with respect to the Petersson scalar product.

Recently the work of Kohnen has been generalized by Herrero [14], where he computed the adjoint of the linear map constructed using Rankin-Cohen brackets instead of product by a fixed modular form. More precisely, for a fixed $g \in M_{l}$ and an integer $\nu \geqslant 0$, consider the linear map

$$
T_{g, \nu}: S_{k} \longrightarrow S_{k+l+2 \nu},
$$

defined by

$$
T_{g, \nu}(f)=[f, g]_{n}
$$

Herrero computed the adjoint map of $T_{g, \nu}$ with respect to the Petersson scalar
product which involves special values of certain Dirichlet series of RankinSelberg type similar to (2.1.1) with additional factors arising due to the binomial coefficients appearing in the Rankin-Cohen bracket.

Theorem 2.1.2 (Herrero [14]). Let $k \geqslant 6$ and $l$ be natural numbers and $\nu \geqslant 0$. Let $g(\tau)=\sum_{m=0}^{\infty} b(m) q^{m} \in M_{l}$. Suppose that either (a) $g$ is a cusp form or (b) $g$ is not cusp form and $l<k-3$. Then the image of any cusp form $f \in S_{k+l+2 \nu}$ with Fourier expansion $f(\tau)=\sum_{m=1}^{\infty} a(m) q^{m}$ under $T_{g, \nu}^{*}$ is given by

$$
T_{g, \nu}^{*}(f)(\tau)=\sum_{n=1}^{\infty} \beta(k, l, \nu ; n) L_{f, g, \nu, n}(\gamma) q^{n}
$$

where $\gamma=k+l+2 \nu-1, \beta(k, l, \nu ; n)=\frac{\Gamma(k+l+2 \nu-1) n^{k-1}}{\Gamma(k-1)(4 \pi)^{l+2 \nu}}$ and $L_{f, g, \nu, n}$ is the L-function associated with $f$ and $g$, defined by

$$
\begin{equation*}
L_{f, g, \nu, n}(s)=\sum_{m=1}^{\infty} \frac{a(n+m) \overline{b(m)} \alpha(k, l, \nu, n, m)}{(n+m)^{s}}, s \in \mathbb{C} \tag{2.1.2}
\end{equation*}
$$

with $\alpha(k, l, \nu, n, m)=\sum_{r=0}^{\nu}(-1)^{\nu-r}\binom{\nu}{r} \frac{\Gamma(k+\nu) \Gamma(l+\nu)}{\Gamma(k+r) \Gamma(l+\nu-r)} n^{r} m^{\nu-r}$.
Remark 2.1.1. The result of Kohnen (Theorem 2.1.1) and Herrero (Theorem 2.1.2) can be generalized to modular forms for congruence subgroups.

The work of Kohnen (Theorem 2.1.1) has been generalized by Choie, Kim and Knopp [5] and Sakata [33] to the case of Jacobi forms. Choie, Kim and Knopp [5] constructed Jacobi cusp forms whose Fourier coefficients involve special values of certain Dirichlet series of Rankin type. For a fix $\phi \in J_{l, 0}$
(modular form of weight $l$ ), consider the linear map

$$
T_{\phi}: J_{k, m}^{\text {cusp }} \longrightarrow J_{k+l, m}^{\text {cusp }}
$$

defined by

$$
T_{\phi}(\psi)=\phi \psi
$$

Choie, Kim and Knopp [5] computed the adjoint of $T_{\phi}$ with respect to the Petersson scalar product. The Fourier coefficients of the image of a cusp form $\psi$ under the adjoint of $T_{\phi}$ involves special values of certain Dirichlet series of Rankin-Selberg type attached to $\phi$ and $\psi$.

Theorem 2.1.3. [5] Suppose that $k>5$ and $l \geqslant 0$ and $\phi(\tau, z) \in J_{k+l, m}^{\text {cusp }}$ with Fourier expansion

$$
\phi(\tau, z)=\sum_{\substack{n, r \in \mathbb{Z} \\ r^{2}<4 n m}} a(n, r) q^{n} \zeta^{r}
$$

and $g \in J_{l, 0}$ with Fourier expansion

$$
g(\tau)=\sum_{n=1}^{\infty} b(n) q^{n}
$$

Then

$$
T_{g}^{*}(\phi):=\sum_{\substack{n, r \in \mathbb{Z} \\ r^{2}<4 n m}} c(n, r) q^{n} \zeta^{r}
$$

is a Jacobi cusp form of weight $k$ and index $m$, where
$c(n, r)=\frac{\left(4 m n-r^{2}\right)^{k-3 / 2} m^{l} \Gamma(k+l-3 / 2)}{\pi^{l} \Gamma(k-3 / 2)} \sum_{i \geqslant 1} \frac{a(i+n, r) \overline{b(i)}}{\left(4 n m+4 i m-r^{2}\right)^{k+l-3 / 2}}$.

Sakata [33] generalized Theorem 2.1.3 by computing the adjoint of the map $T_{\phi}$ for any Jacobi form $\phi$. More precisely:

Theorem 2.1.4. [33] Suppose that $k_{1}>4$ and $k_{2}>3$ and $m_{1}, m_{2} \in \mathbb{N}$. Let $\phi_{1}(\tau, z) \in J_{k_{1}+k_{2}, m_{1}+m_{2}}^{\text {cusp }}$ with Fourier expansion

$$
\phi_{1}(\tau, z)=\sum_{\substack{n_{1}, r_{1} \in \mathbb{Z} \\ r_{1}^{2}<4 n\left(m_{1}+m_{2}\right)}} a\left(n_{1}, r_{1}\right) q^{n} \zeta^{r},
$$

and $\phi_{2}(\tau, z) \in J_{k_{2}, m_{2}}^{\text {cusp }}$ with Fourier expansion

$$
\phi_{2}(\tau, z)=\sum_{\substack{n_{2}, r_{2} \in \mathbb{Z} \\ r_{2}^{2}<4 n_{2} m_{2}}} b\left(n_{2}, r_{2}\right) q^{n} \zeta^{r}
$$

Then

$$
T_{\phi_{2}}^{*}\left(\phi_{1}\right)(\tau, z):=\sum_{\substack{n, r \in \mathbb{Z} \\ r^{2}<4 n m_{1}}} c(n, r) q^{n} \zeta^{r}
$$

is a Jacobi cusp form of weight $k_{1}$ and index $m_{1}$, where

$$
c(n, r)=\frac{\left(4 m_{1} n-r^{2}\right)^{k_{1}-3 / 2}\left(m_{1}+m_{2}\right)^{k_{1}+k_{2}-2} \Gamma\left(k_{1}+k_{2}-3 / 2\right)}{\pi^{k_{2}} m_{1}^{k_{1}-2} \Gamma\left(k_{1}-3 / 2\right)}
$$

$$
\times \sum_{\substack{n_{1}, r_{1} \in \mathbb{Z} \\ r_{1}^{2} \\\left(r+4 n_{1} m_{2} \\\left(r+r_{1}\right)^{2}<4\left(m_{1}+m_{2}\right)\left(n+n_{1}\right)\right.}} \frac{a\left(n+n_{1}, r+r_{1}\right) \overline{b\left(n_{2}, r_{2}\right)}}{\left(4\left(m_{1}+m_{2}\right)\left(n+n_{1}\right)-\left(r+r_{1}\right)^{2}\right)^{k_{1}+k_{2}-3 / 2}} .
$$

In this chapter, we generalize the work of Herrero to the case of Jacobi forms, which generalises the work of Sakata [33]. First we state the theorem and prove a lemma which is needed for the convergence and then we give a proof of the main theorem.

### 2.2 Statement of the result

For a fixed $\psi \in J_{k_{2}, m_{2}}^{\text {cusp }}$ and an integer $\nu \geq 0$, consider the linear map

$$
T_{\psi, \nu}: J_{k_{1}, m_{1}}^{\text {cusp }} \rightarrow J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}^{\text {cusp }},
$$

defined by

$$
T_{\psi, \nu}(\phi)=[\phi, \psi]_{\nu}
$$

where $[\phi, \psi]_{\nu}$ is the $\nu$-th Rankin-Cohen bracket of $\phi$ and $\psi$ defined in (1.7.3). Then $T_{\psi, \nu}$ is a $\mathbb{C}$-linear map between two finite dimensional Hilbert spaces and therefore has an adjoint map

$$
T_{\psi, \nu}^{*}: J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}^{\text {cusp }} \rightarrow J_{k_{1}, m_{1}}^{c u s p}
$$

such that

$$
\left\langle\phi, T_{\psi, \nu}(\omega)\right\rangle=\left\langle T_{\psi, \nu}^{*}(\phi), \omega\right\rangle, \forall \phi \in J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}^{\text {cusp }} \text { and } \omega \in J_{k_{1}, m_{1}}^{\text {cusp }} .
$$

We exhibit the Fourier coefficients of $T_{\psi, \nu}^{*}(\phi)$ for $\phi \in J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}^{\text {cusp }}$. These coefficients involve special values of certain Dirichlet series associated to $\phi$ and $\psi$. Now we state the main theorem.

Theorem 2.2.1. [17] Let $k_{1}>4, k_{2}>3, m_{1}$ and $m_{2}$ be natural numbers. Let $\psi \in J_{k_{2}, m_{2}}^{\text {cusp }}$ with Fourier expansion

$$
\psi(\tau, z)=\sum_{\substack{n_{1}, r_{1} \in \mathbb{Z}, r_{1}^{2}<4 m_{2} n_{1}}} a\left(n_{1}, r_{1}\right) q^{n_{1}} \zeta^{r_{1}}
$$

Then the image of any cusp form $\phi \in J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}^{\text {cusp }}$ with Fourier expansion

$$
\phi(\tau, z)=\sum_{\substack{n_{2}, r_{2} \in \mathbb{Z}, r_{2}^{2}<4\left(m_{1}+m_{2}\right) n_{2}}} b\left(n_{2}, r_{2}\right) q^{n_{2}} \zeta^{r_{2}}
$$

under $T_{\psi, \nu}^{*}$ is given by

$$
T_{\psi, \nu}^{*}(\phi)(\tau, z)=\sum_{\substack{n, r \in \mathbb{Z}, r^{2}<4 m_{1} n}} c_{\nu}(n, r) q^{n} \zeta^{r},
$$

where

$$
\begin{aligned}
& c_{\nu}(n, r)=\frac{\left(4 m_{1} n-r^{2}\right)^{k_{1}-\frac{3}{2}}}{\pi^{k_{2}+2 \nu}} \frac{\left(m_{1}+m_{2}\right)^{k_{1}+k_{2}+2 \nu-2}}{m_{1}^{k_{1}-2}} \frac{\Gamma\left(k_{1}+k_{2}+2 \nu-\frac{3}{2}\right)}{\Gamma\left(k_{1}-\frac{3}{2}\right)} \\
& \times \sum_{l=0}^{\nu} A_{l}\left(k_{1}, m_{1}, k_{2}, m_{2} ; \nu\right)\left(4 m_{1} n-r^{2}\right)^{l} \\
& \times \sum_{\substack{n_{1}, r_{1} \in \mathbb{Z} \\
r_{1}^{2}<4 m_{2} n_{1} \\
\left(r+r_{1}\right)^{2}<4\left(m_{1}+m_{2}\right)\left(n+n_{1}\right)}} \frac{\left(4 m_{2} n_{1}-r_{1}^{2}\right)^{\nu-l} \overline{a\left(n_{1}, r_{1}\right)} b\left(n+n_{1}, r+r_{1}\right)}{\left(4\left(n+n_{1}\right)\left(m_{1}+m_{2}\right)-\left(r+r_{1}\right)^{2}\right)^{k_{1}+k_{2}+2 \nu-\frac{3}{2}}},
\end{aligned}
$$

and

$$
A_{l}\left(k_{1}, m_{1}, k_{2}, m_{2} ; \nu\right)=(-1)^{l}\binom{k_{1}+\nu-\frac{3}{2}}{\nu-l}\binom{k_{2}+\nu-\frac{3}{2}}{l} m_{1}^{\nu-l} m_{2}^{l}
$$

Remark 2.2.1. Using Lemma 1.5.3 (as given in Remark 3.1 in [33]) one can show that the inner sum of the series converges for $k_{1}>4$ and $k_{2}>3$.

### 2.3 Proof of Theorem 2.2.1

We need the following lemma to prove the Theorem 2.2.1.

Lemma 2.3.1. Using the same notation as in Theorem 2.2.1, we have

$$
\begin{aligned}
& \sum_{\gamma \in \Gamma_{\infty}^{J} \backslash \Gamma^{J} \Gamma^{J} \backslash \mathcal{H} \times \mathbb{C}} \int\left|\phi(\tau, z) \overline{\left[\left.e^{2 \pi i(n \tau+r z)}\right|_{k_{1}, m_{1}} \gamma, \psi\right]_{\nu}} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}}\right| d V_{J} \\
& \text { converges. }
\end{aligned}
$$

Proof. Changing the variable $(\tau, z)$ to $\gamma^{-1} .(\tau, z)$ and using Remark 1.7.3, the sum equals to

$$
\sum_{\gamma \in \Gamma_{\infty}^{J} \backslash \Gamma^{J}{ }_{\gamma \cdot \Gamma^{J} \backslash \mathcal{H} \times \mathbb{C}}}\left|\phi(\tau, z) \overline{\left[e^{2 \pi i(n \tau+r z)}, \psi\right]_{\nu}} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}}\right| d V_{J}
$$

and using Rankin unfolding argument, the last sum equals to

$$
\int_{\Gamma_{\infty}^{J} \backslash \mathcal{H} \times \mathbb{C}}\left|\phi(\tau, z) \overline{\left[e^{2 \pi i(n \tau+r z)}, \psi\right]_{\nu}} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}}\right| d V_{J} .
$$

Now replacing $\phi$ and $\psi$ with their Fourier expansions and using the definition of Rankin-Cohen brackets, the last integral is majorized by

$$
\sum_{l=0}^{\nu} A_{l}\left(k_{1}, m_{1}, k_{2}, m_{2} ; \nu\right) \mathcal{I}_{l}\left(k_{1}, k_{2}, m_{1}, m_{2}, \nu ; n, r\right)
$$

where

$$
\begin{aligned}
& \mathcal{I}_{l}\left(k_{1}, k_{2}, m_{1}, m_{2}, \nu ; n, r\right)=\int_{\substack{\Gamma_{\infty}^{J} \mid \mathcal{H} \times \mathbb{C}_{r_{2}^{2}<4\left(m_{1}+m_{2}\right) n_{2}}}} \sum_{\substack{n_{2}, r_{1} \in \mathbb{Z}, r_{1}^{2}<4 m_{1} \in \mathbb{Z} \\
r_{1} n_{1}}} \mid\left(4 m_{1} n-r^{2}\right)^{l}\left(4 m_{2} n_{1}-r_{1}^{2}\right)^{\nu-l} \\
& \times a\left(n_{1}, r_{1}\right) b\left(n_{2}, r_{2}\right) e^{2 \pi i\left(\left(n+n_{1}+n_{2}\right) \tau+\left(r+r_{1}+r_{2}\right) z\right)} \left\lvert\, v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}} d V_{J} .\right.
\end{aligned}
$$

Now it suffices to show that the integral $\mathcal{I}_{l}\left(k_{1}, k_{2}, m_{1}, m_{2}, \nu ; n, r\right)$ is finite for each $l$. We choose a fundamental domain for the action of $\Gamma_{\infty}^{J}$ on $\mathcal{H} \times \mathbb{C}$
which is given by $([0,1] \times[0, \infty]) \times([0,1] \times \mathbb{R})$ and integrating over it, we have

$$
\begin{aligned}
& \mathcal{I}_{l}\left(k_{1}, k_{2}, m_{1}, m_{2}, \nu ; n, r\right) \leq \frac{4\left(m_{1}+m_{2}\right)^{k_{1}+k_{2}+2 \nu-2} \Gamma\left(k_{1}+k_{2}+2 \nu-3 / 2\right)}{\pi^{k_{1}+k_{2}+2 \nu-3 / 2}} \\
\times & \sum_{\substack{n_{2}, r_{2} \in \mathbb{Z}, r_{2}^{2}<4\left(m_{1}+m_{2}\right) n_{2}}} \sum_{\substack{n_{2}, r_{1} \in \mathbb{Z} \\
r_{1}^{<}<4 m_{2} n_{1}}} \frac{\left(4 m_{1} n-r^{2}\right)^{l}\left(4 m_{2} n_{1}-r_{1}^{2}\right)^{\nu-l}\left|a\left(n_{1}, r_{1}\right) b\left(n_{2}, r_{2}\right)\right|}{\left(8\left(m_{1}+m_{2}\right)\left(n+n_{1}+n_{2}\right)-\left(r+r_{1}+r_{2}\right)^{2}\right)^{k_{1}+k_{2}+2 \nu-3 / 2}} .
\end{aligned}
$$

Using the growth of the Fourier coefficients given in Lemma 1.5.3, the above series converges absolutely, which proves the lemma.

We now give a proof of Theorem 2.2.1. Write

$$
T_{\psi, \nu}^{*}(\phi)(\tau, z)=\sum_{\substack{n, r \in \mathbb{Z}, 4 m_{1} n-r^{2}>0}} c_{\nu}(n, r) q^{n} \zeta^{r} .
$$

Now, we consider the $(n, r)$-th Poincaŕe series of weight $k_{1}$ and index $m_{1}$ as given in (1.5.1). Using Lemma 1.5.2, we have

$$
\left\langle T_{\psi, \nu}^{*} \phi, P_{k_{1}, m_{1} ;(n, r)}\right\rangle=\alpha_{k_{1}, m_{1}}\left(4 m_{1} n-r^{2}\right)^{\frac{3}{2}-k_{1}} c_{\nu}(n, r),
$$

where

$$
\alpha_{k_{1}, m_{1}}=\frac{m_{1}^{k_{1}-2} \Gamma\left(k_{1}-\frac{3}{2}\right)}{2 \pi^{k_{1}-\frac{3}{2}}}
$$

On the other hand, by definition of the adjoint map we have

$$
\left\langle T_{\psi, \nu}^{*} \phi, P_{k_{1}, m_{1} ;(n, r)}\right\rangle=\left\langle\phi, T_{\psi, \nu}\left(P_{k_{1}, m_{1} ;(n, r)}\right)\right\rangle=\left\langle\phi,\left[P_{k_{1}, m_{1} ;(n, r)}, \psi\right]_{\nu}\right\rangle .
$$

Hence we get

$$
\begin{equation*}
c_{\nu}(n, r)=\frac{\left(4 m_{1} n-r^{2}\right)^{k_{1}-\frac{3}{2}}}{\alpha_{k_{1}, m_{1}}}\left\langle\phi,\left[P_{k_{1}, m_{1} ;(n, r)}, \psi\right]_{\nu}\right\rangle . \tag{2.3.1}
\end{equation*}
$$

By definition, $\left\langle\phi,\left[P_{k_{1}, m_{1} ;(n, r)}, \psi\right]_{\nu}\right\rangle$ equals

$$
\begin{aligned}
& \int_{\Gamma^{J} \backslash \mathcal{H} \times \mathbb{C}} \phi(\tau, z) \overline{\left[P_{k_{1}, m_{1} ;(n, r)}, \psi\right]_{\nu}} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}} d V_{J} \\
= & \int_{\Gamma^{J} \backslash \mathcal{H} \times \mathbb{C}} \phi(\tau, z) \overline{\left[\left.\sum_{\gamma \in \Gamma_{\infty}^{J} \backslash \Gamma_{1}^{J}} e^{2 \pi i(n \tau+r z)}\right|_{k_{1}, m_{1}} \gamma, \psi\right]_{\nu}} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}} d V_{J} \\
= & \int_{\Gamma^{J} \backslash \mathcal{H} \times \mathbb{C}} \phi(\tau, z) \sum_{\gamma \in \Gamma_{\infty}^{J} \backslash \Gamma^{J}} \overline{\left[\left.e^{2 \pi i(n \tau+r z)}\right|_{k_{1}, m_{1}} \gamma, \psi\right]_{\nu}} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}} d V_{J} \\
= & \int_{\Gamma^{J} \backslash \mathcal{H} \times \mathbb{C}} \sum_{\gamma \in \Gamma_{\infty}^{J} \backslash \Gamma^{J}} \phi(\tau, z) \overline{\left[\left.e^{2 \pi i(n \tau+r z)}\right|_{k_{1}, m_{1}} \gamma, \psi\right]_{\nu}} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}} d V_{J} .
\end{aligned}
$$

By Lemma 2.3.1, we can interchange the sum and integration in $\left\langle\phi,\left[P_{k_{1}, m_{1} ;(n, r)}, \psi\right]_{\nu}\right\rangle$. Therefore $\left\langle\phi,\left[P_{k_{1}, m_{1} ;(n, r)}, \psi\right]_{\nu}\right\rangle$ equals to

$$
\sum_{\gamma \in \Gamma_{\infty}^{J} \backslash \Gamma^{J}} \int_{\Gamma^{J} \backslash \mathcal{H} \times \mathbb{C}} \phi(\tau, z) \overline{\left[\left.e^{2 \pi i(n \tau+r z)}\right|_{k_{1}, m_{1}} \gamma, \psi\right]_{\nu}} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}} d V_{J} .
$$

Using the change of variable $(\tau, z)$ to $\gamma^{-1} \cdot(\tau, z)$ and using Remark 1.7.3,
$\left\langle\phi,\left[P_{k_{1}, m_{1} ;(n, r)}, \psi\right]_{\nu}\right.$ equals

$$
\sum_{\gamma \in \Gamma_{\infty}^{J} \backslash \Gamma^{J}{ }_{\gamma \cdot \Gamma^{J} \backslash \mathcal{H} \times \mathbb{C}}} \int \phi(\tau, z) \overline{\left[e^{2 \pi i(n \tau+r z)}, \psi\right]_{\nu}} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}} d V_{J}
$$

Now using the Rankin-Selberg unfolding argument, $\left\langle\phi,\left[P_{k_{1}, m_{1} ;(n, r)}, \psi\right]_{\nu}\right\rangle$ equals

$$
\begin{align*}
& \int_{\Gamma_{\infty}^{J} \backslash \mathcal{H} \times \mathbb{C}} \phi(\tau, z) \overline{\left[e^{2 \pi i(n \tau+r z)}, \psi\right]_{\nu}} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}} d V_{J} \\
& =\int_{\Gamma_{\infty}^{J} \backslash \mathcal{H} \times \mathbb{C}} \phi(\tau, z) \sum_{l=0}^{\nu}(-1)^{l}\binom{k_{1}+\nu-\frac{3}{2}}{\nu-l}\binom{k_{2}+\nu-\frac{3}{2}}{l} m_{1}^{\nu-l} m_{2}^{l} \\
& \times \overline{L_{m_{1}}^{l}\left(e^{2 \pi i(n \tau+r z)}\right) L_{m_{2}}^{\nu-l}(\psi)} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}} d V_{J} \\
& =\sum_{l=0}^{\nu} A_{l}\left(k_{1}, m_{1}, k_{2}, m_{2} ; \nu\right) \int_{\Gamma_{\infty}^{J} \nmid \mathcal{H} \times \mathbb{C}} \phi(\tau, z) \overline{L_{m_{1}}^{l}\left(e^{2 \pi i(n \tau+r z)}\right)} \\
& \times \overline{L_{m_{2}}^{\nu-l}(\psi)} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}} d V_{J} . \tag{2.3.2}
\end{align*}
$$

The repeated action of heat operators $L_{m_{1}}$ and $L_{m_{2}}$ give

$$
\begin{aligned}
& L_{m_{1}}^{l}\left(e^{2 \pi i(n \tau+r z)}\right)=\left(4 m_{1} n-r^{2}\right)^{l} e^{2 \pi i(n \tau+r z)} \\
& L_{m_{2}}^{\nu-l}(\psi)=\sum_{\substack{n_{1}, r_{1} \in \mathbb{Z} \\
4 m_{2} n_{1}-r_{1}^{2}>0}} a\left(n_{1}, r_{1}\right)\left(4 m_{2} n_{1}-r_{1}^{2}\right)^{\nu-l} e^{2 \pi i\left(n_{1} \tau+r_{1} z\right)}
\end{aligned}
$$

Now replacing $\phi$ and $\psi$ by their Fourier series in (2.3.2), $\left\langle\phi,\left[P_{k_{1}, m_{1} ;(n, r)}, \psi\right]_{\nu}\right\rangle$ equals

$$
\begin{align*}
& \sum_{l=0}^{\nu} A_{l}\left(k_{1}, m_{1}, k_{2}, m_{2} ; \nu\right) \int_{\Gamma_{\infty}^{J} \backslash \mathcal{H} \times \mathbb{C}} \sum_{\substack{n_{2}, r_{2} \in \mathbb{Z}, r_{2}^{2}<4\left(m_{1}+m_{2}\right) n_{2}}} \sum_{\substack{n_{1}, r_{1} \in \mathbb{Z} \\
r_{1}^{2} 4 m_{2} n_{1}}}\left(4 m_{1} n-r^{2}\right)^{l}\left(4 m_{2} n_{1}-r_{1}^{2}\right)^{\nu-l} \\
& \overline{a\left(n_{1}, r_{1}\right)} b\left(n_{2}, r_{2}\right) e^{2 \pi i\left(n_{2} \tau+r_{2} z\right)} \overline{e^{2 \pi i\left(n_{1} \tau+r_{1} z\right)} e^{2 \pi i(n \tau+r z)}} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}} d V_{J}  \tag{2.3.3}\\
& =\sum_{l=0}^{\nu} A_{l}\left(k_{1}, m_{1}, k_{2}, m_{2} ; \nu\right) \sum_{\substack{n_{2}, r_{2} \in \mathbb{Z}, r_{2}^{2}<4\left(m_{1}+m_{2}\right) n_{2}}} \sum_{\substack{n_{1}, r_{1} \in \mathbb{Z} \\
r_{1}^{2}<4 m_{2} n_{1}}}\left(4 m_{1} n-r^{2}\right)^{l}\left(4 m_{2} n_{1}-r_{1}^{2}\right)^{\nu-l} \overline{a\left(n_{1}, r_{1}\right)} \\
& b\left(n_{2}, r_{2}\right) \int_{\Gamma_{\infty}^{J} \backslash \mathcal{H} \times \mathbb{C}} e^{2 \pi i\left(n_{2} \tau+r_{2} z\right)} \overline{e^{2 \pi i\left(n_{1} \tau+r_{1} z\right)} e^{2 \pi i(n \tau+r z)}} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}} d V_{J} . \tag{2.3.4}
\end{align*}
$$

Putting $\tau=u+i v, z=x+i y,\left\langle\phi,\left[P_{k_{1}, m_{1} ;(n, r)}, \psi\right]_{\nu}\right\rangle$ equals

$$
\begin{align*}
& \sum_{l=0}^{\nu} A_{l}\left(k_{1}, m_{1}, k_{2}, m_{2} ; \nu\right) \sum_{\substack{n_{2}, r_{2} \in \mathbb{Z}, r_{2}^{2}<4\left(m_{1}+m_{2}\right) n_{2}}} \sum_{\substack{n_{1}, r_{1} \in 4 \in \mathbb{Z} \\
r_{1}^{2}}}\left(4 m_{1} n-r^{2}\right)^{l}\left(4 m_{2} n_{1}-r_{1}^{2}\right)^{\nu-l} \overline{a\left(n_{1}, r_{1}\right)} b\left(n_{2}, r_{2}\right) \\
& \int_{\Gamma_{\infty}^{J} \backslash \mathcal{H} \times \mathbb{C}} e^{-2 \pi v\left(n_{2}+n+n_{1}\right)} e^{-2 \pi y\left(r_{2}+r+r_{1}\right)} e^{2 \pi i\left(r_{2}-r-r_{1}\right) x} e^{2 \pi i\left(n_{2}-n-n_{1}\right) u} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}} d V_{J} . \tag{2.3.5}
\end{align*}
$$

A fundamental domain for the action of the group $\Gamma_{\infty}^{J}$ on $\mathcal{H} \times \mathbb{C}$ is given by $([0,1] \times[0, \infty]) \times([0,1] \times \mathbb{R})$. Integrating over this region, $\left\langle\phi,\left[P_{k_{1}, m_{1} ;(n, r)}, \psi\right]_{\nu}\right\rangle$ equals

$$
\begin{aligned}
& \sum_{l=0}^{\nu} A_{l}\left(k_{1}, m_{1}, k_{2}, m_{2} ; \nu\right) \sum_{\substack{n_{2}, r_{2} \in \mathbb{Z}, r_{2}^{2}<4\left(m_{1}+m_{2}\right) n_{2}}} \sum_{\substack{n_{1}, r_{1} \in \mathbb{Z} \\
r_{1}^{2}<4 m_{2} n_{1}}}\left(4 m_{1} n-r^{2}\right)^{l}\left(4 m_{2} n_{1}-r_{1}^{2}\right)^{\nu-l} \\
& \times \overline{a\left(n_{1}, r_{1}\right)} b\left(n_{2}, r_{2}\right) \int_{0}^{1} \int_{0}^{\infty} \int_{0}^{1} \int_{-\infty}^{\infty} e^{-2 \pi v\left(n_{2}+n+n_{1}\right)} e^{-2 \pi y\left(r_{2}+r+r_{1}\right)} e^{2 \pi i\left(r_{2}-r-r_{1}\right) x} \\
& \times e^{2 \pi i\left(n_{2}-n-n_{1}\right) u} v^{k_{1}+k_{2}+2 \nu-3} e \frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v} d u d v d x d y .
\end{aligned}
$$

Integrating on $x$ and $u,\left\langle\phi,\left[P_{k_{1}, m_{1} ;(n, r)}, \psi\right]_{\nu}\right\rangle$ equals

$$
\begin{aligned}
& \sum_{l=0}^{\nu} A_{l}\left(k_{1}, m_{1}, k_{2}, m_{2} ; \nu\right) \sum_{\substack{n_{1}, r_{1} \in \mathbb{Z} \\
r_{1}^{2}<4 m_{2} n_{1} \\
\left(r+r_{1}\right)^{2}<4\left(m_{1}+m_{2}\right)\left(n+n_{1}\right)}}\left(4 m_{1} n-r^{2}\right)^{l}\left(4 m_{2} n_{1}-r_{1}^{2}\right)^{\nu-l} b\left(n+n_{1}, r+r_{1}\right) \\
& \quad \overline{a\left(n_{1}, r_{1}\right)} \int_{0}^{\infty} \int_{-\infty}^{\infty} e^{-4 \pi v\left(n+n_{1}\right)} e^{-4 \pi y\left(r+r_{1}\right)} v^{k_{1}+k_{2}+2 \nu-3} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}} d y d v .
\end{aligned}
$$

Integrating over $y$, we have

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{-4 \pi\left(\left(r_{1}+r\right) y+\frac{\left(m_{1}+m_{2}\right) y^{2}}{v}\right)} d y=\frac{\sqrt{v} e^{\pi \frac{\left(r+r_{1}\right)^{2} v}{m_{1}+m_{2}}}}{2 \sqrt{m_{1}+m_{2}}} \tag{2.3.6}
\end{equation*}
$$

Substituting the value on (2.3.6) and integrating over $v$, we have

$$
\begin{align*}
& \int_{0}^{\infty} e^{-4 \pi v\left(n+n_{1}\right)} v^{k_{1}+k_{2}+2 \nu-3} \frac{\sqrt{v} e^{\pi \frac{\left(r_{1}+r\right)^{2} v}{m_{1}+m_{2}}}}{2 \sqrt{m_{1}+m_{2}}} d v  \tag{2.3.7}\\
& =\frac{1}{2 \pi^{k_{1}+k_{2}+2 \nu-\frac{3}{2}}} \frac{\left(m_{1}+m_{2}\right)^{k_{1}+k_{2}+2 \nu-2} \Gamma\left(k_{1}+k_{2}+2 \nu-\frac{3}{2}\right)}{\left(4\left(n+n_{1}\right)\left(m_{1}+m_{2}\right)-\left(r+r_{1}\right)^{2}\right)^{k_{1}+k_{2}+2 \nu-\frac{3}{2}}} .
\end{align*}
$$

Putting the value of integral (2.3.7) in (2.3.6), $\left\langle\phi,\left[P_{k_{1}, m_{1} ;(n, r)}, \psi\right]_{\nu}\right\rangle$ equals

$$
\begin{align*}
& \frac{\left(m_{1}+m_{2}\right)^{k_{1}+k_{2}+2 \nu-2} \Gamma\left(k_{1}+k_{2}+2 \nu-\frac{3}{2}\right)}{2 \pi^{k_{1}+k_{2}+2 \nu-\frac{3}{2}}} \sum_{l=0}^{\nu} A_{l}\left(k_{1}, m_{1}, k_{2}, m_{2} ; \nu\right) \\
& \times \sum_{\substack{n_{1}, r_{1} \in \mathbb{Z} \\
r_{1}^{2}<4 m_{2} n_{1}}} \frac{\left(4 m_{1} n-r^{2}\right)^{l}\left(4 m_{2} n_{1}-r_{1}^{2}\right)^{\nu-l} \overline{a\left(n_{1}, r_{1}\right)} b\left(n+n_{1}, r+r_{1}\right)}{\left(4\left(n+n_{1}\right)\left(m_{1}+m_{2}\right)-\left(r+r_{1}\right)^{2}\right)^{k_{1}+k_{2}+2 \nu-\frac{3}{2}}}
\end{align*} .
$$

Now substituting $\left\langle\phi,\left[P_{k_{1}, m_{1} ;(n, r)}, \psi\right]_{\nu}\right\rangle$ from (2.3.8) in (2.3.1), we get the required expression for $c_{\nu}(n, r)$ given in Theorem 2.2.1.

### 2.4 Applications

In this section we give some applications of Theorem 2.2.1. Fix $\psi \in J_{k_{2}, m_{2}}^{\text {cusp }}$ and suppose that $J_{k_{1}, m_{1}}^{\text {cusp }}$ is one-dimensional space generated by $f(\tau, z)$, then applying the above theorem we get $T_{\psi, \nu}^{*}(\phi)(\tau, z)=\alpha_{\phi} f(\tau, z)$ for some constant $\alpha_{\phi}$ and for all $\phi \in J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}^{\text {cusp }}$. Now equating the $(n, r)$-th Fourier coefficients both the sides, we get relation among the special values of Rankin-

Selberg type convolution of the Jacobi forms $\phi$ and $\psi$ with the Fourier coefficients of $f(\tau, z)$. For example, taking $\psi=\phi_{10,1}=\frac{1}{144}\left(E_{6} E_{4,1}-E_{4} E_{6,1}\right) \in J_{10,1}^{\text {cusp }}$ and $k_{1}=12, m_{1}=1\left(J_{12,1}^{\text {cusp }}\right.$ is one-dimensional space generated by $\left.\phi_{12,1}\right)$ where $\phi_{12,1}:=\frac{1}{144}\left(E_{4}^{2} E_{4,1}-E_{6} E_{6,1}\right)$, we have the following relation:

$$
\left.\begin{array}{c}
\sum_{l=0}^{\nu} A_{l}(12,1,10,1 ; \nu)\left(4 n-r^{2}\right)^{l} \sum_{\substack{n_{1}, r_{1} \in \mathbb{Z} \\
4 n_{1}-r_{1}^{2}>0}} \frac{\left(4 n_{1}-r_{1}^{2}\right)^{\nu-l} \overline{a\left(n_{1}, r_{1}\right)} b\left(n+n_{1}, r+r_{1}\right)}{\left(8\left(n+n_{1}\right)-\left(r+r_{1}\right)^{2}\right)^{22+2 \nu-\frac{3}{2}}} \\
8\left(n+n_{1}\right)-\left(r+r_{1}\right)^{2}>0
\end{array}\right]=\alpha_{\phi} c(n, r)
$$

for all $n, r \in \mathbb{Z}$ such that $4 n-r^{2}>0$, where $a(p, q), b(p, q)$ and $c(p, q)$ are the $(p, q)$-th Fourier coefficients of $\phi_{10,1}, \phi$ and $\phi_{12,1}$, respectively. In particular taking $\nu=0$ in the above example, we get the special value of Rankin-Selberg type convolution of $\phi_{10,1}$ and $\phi$ in terms of Fourier coefficients of $\phi_{12,1}$, i.e.,

$$
\sum_{\substack{\left.n_{1}, r_{1} \in \mathbb{Z} \\ 4 n_{1}-r_{1}^{2}>0 \\+n_{1}\right)-\left(r+r_{1}\right)^{2}>0}} \frac{\overline{a\left(n_{1}, r_{1}\right)} b\left(n+n_{1}, r+r_{1}\right)}{\left(8\left(n+n_{1}\right)-\left(r+r_{1}\right)^{2}\right)^{\frac{41}{2}}}=\alpha_{\phi} c(n, r) .
$$

## Chapter 3

## Adjoint of some linear maps on Siegel modular forms

### 3.1 Introduction

The work of Kohnen [21] has been generalized by Lee [25] to the case of Siegel modular forms to construct certain Siegel cusp forms. Lee computed the adjoint map with respect to the Petersson scalar product of the product map by a fixed Siegel cusp form. The proof uses Poincare series of two variables and the holomorphic projection operator developed by Panchishkin [28].

Theorem 3.1.1. [25] Let $F \in S_{k+l}\left(\Gamma_{g}\right)$ with Fourier expansion

$$
F(Z)=\sum_{T>0} B(T) e^{2 \pi i(t r(T Z))}
$$

and $G \in S_{l}\left(\Gamma_{g}\right)$ with Fourier expansion

$$
G(Z)=\sum_{T>0} A(T) e^{2 \pi i(t r(T Z))}
$$

Then

$$
\begin{gathered}
T_{G}^{*}(F)=\sum_{T>0} C(T) e^{2 \pi i(t r(T Z))}, \\
\text { with } C(T)=\frac{(\operatorname{det}(T))^{k-\frac{g+1}{2}} \Gamma_{g}\left(k+l-\frac{g+1}{2}\right)}{(4 \pi)^{g(l-(g-1) / 2} \Gamma_{g}\left(k-\frac{g+1}{2}\right)} \sum_{S>0} \frac{A(S+T) \overline{B(T)}}{(\operatorname{det}(S+T))^{k+l-g}},
\end{gathered}
$$

is a Siegel cusp form of weight $k$ and genus $g$, where

$$
\begin{equation*}
\Gamma_{g}(\sigma)=\int_{\mathbb{Y}} e^{-t r Y}(\operatorname{det} Y)^{\sigma-(g+1) / 2} d Y, \quad \text { for } \operatorname{Re}(\sigma)>(g+1) / 2 \tag{3.1.1}
\end{equation*}
$$

and $\mathbb{Y}=\left\{Y \in M_{g \times g}(\mathbb{C}) \mid Y^{t}=Y>0\right\}$.
In this chapter, we generalize the work of Herrero [14] and Lee [25] to the case of Siegel modular forms of genus two.

Let $F \in S_{k}\left(\Gamma_{2}\right)$ and $G \in S_{l}\left(\Gamma_{2}\right)$ with Fourier coefficients $A(T)$ and $B(T)$ respectively, then for a fixed positive definite $2 \times 2$ matrix $S$ and a nonnegative integer $m$, define the Dirichlet series $L_{F, G ; S, m}$ as follows:

$$
\begin{equation*}
L_{F, G ; S, m}(\sigma)=\sum_{T>0} \frac{\operatorname{det}(T)^{m} A(T+S) \overline{B(T)}}{(\operatorname{det}(T+S))^{\sigma}} \tag{3.1.2}
\end{equation*}
$$

The above series converges for $\operatorname{Re}(\sigma)>\frac{k+l}{2}-m+\frac{5}{18}$. We use the RankinCohen bracket of Siegel modular forms of genus 2 and special values of the
above series to construct Siegel cusp forms. First, we state the theorem and give the proof, then we give some applications.

### 3.2 Statement of the result

For a fixed $G \in S_{l}\left(\Gamma_{2}\right)$ and an integer $\nu \geq 0$, consider the map

$$
T_{G, \nu}: S_{k}\left(\Gamma_{2}\right) \rightarrow S_{k+l+2 \nu}\left(\Gamma_{2}\right)
$$

defined by

$$
T_{G, \nu}(F)=[F, G]_{\nu},
$$

where $[F, G]_{\nu}$ is the $\nu$-th Rankin-Cohen bracket of $F$ and $G$ defined in (1.7.5). Then $T_{G, \nu}$ is a $\mathbb{C}$-linear map between finite dimensional Hilbert spaces and therefore has an adjoint map

$$
T_{G, \nu}^{*}: S_{k+l+2 \nu}\left(\Gamma_{2}\right) \rightarrow S_{k}\left(\Gamma_{2}\right)
$$

given by

$$
\left\langle F, T_{G, \nu}(H)\right\rangle=\left\langle T_{G, \nu}^{*}(F), H\right\rangle, \quad \forall F \in S_{k+l+2 \nu}\left(\Gamma_{2}\right) \quad \text { and } \quad H \in S_{k}\left(\Gamma_{2}\right)
$$

We explicitly compute the Fourier coefficients of $T_{G, \nu}^{*}(F)$ in terms of the special values of Dirichlet series defined in (3.1.2).

Theorem 3.2.1. [18] Let $k \geqslant 6, l$ be natural numbers and $\nu \geq 0$ be a fixed
integer. Let $G \in S_{l}\left(\Gamma_{2}\right)$ with Fourier expansion

$$
G(Z)=\sum_{T_{1}>0} A\left(T_{1}\right) e^{2 \pi i\left(\operatorname{tr}\left(T_{1} Z\right)\right)}
$$

Then the image of any cusp form $F \in S_{k+l+2 \nu}\left(\Gamma_{2}\right)$ with Fourier expansion

$$
F(Z)=\sum_{T_{2}>0} B\left(T_{2}\right) e^{2 \pi i\left(t r\left(T_{2} Z\right)\right)}
$$

under $T_{G, \nu}^{*}$ is given by

$$
T_{G, \nu}^{*}(F)(Z)=\sum_{T>0} C(T) e^{2 \pi i(t r(T Z))},
$$

where
$C(T)=\alpha(k, l, \nu) \sum_{r+s+p=\nu} C_{r, s, p}(k, l)(\operatorname{det} T)^{k+r-3 / 2} L_{F, G ; T, s}(k+l+2 \nu-(p+3 / 2))$,
with

$$
\alpha(k, l, \nu)=\frac{(-1)^{\nu} \Gamma_{2}(k+l+2 \nu-3 / 2)}{2 \sqrt{\pi} \Gamma\left(k-\frac{3}{2}\right) \Gamma(k-2)(4 \pi)^{2(l+\nu)}} .
$$

Remark 3.2.1. Using the estimate given in Theorem 1.6.3, one can show that the above series converges absolutely.

### 3.3 Proof of Theorem 3.2.1

We need the following lemma.

Lemma 3.3.1. Using the same notation as in Theorem 3.2.1, the sum

$$
\sum_{M \in \Delta \backslash \Gamma_{2}} \int_{\Gamma_{2} \backslash \mathcal{H}_{2}}\left|F(Z) \overline{\left[\left.e^{2 \pi i(t r(T Z))}\right|_{k} M, G\right]_{\nu}(Z)}(\operatorname{det} Y)^{k+l+2 \nu}\right| d Z
$$

converges.

Proof. The proof is similar to Lemma 2.3.1.

Now we give a proof of Theorem 3.2.1. Write

$$
T_{G, \nu}^{*}(F)(Z)=\sum_{T>0} C(T) e^{2 \pi i(t r(T Z))}
$$

Using Lemma 1.6.4, we have

$$
\left\langle T_{G, \nu}^{*} F, P_{k, T}\right\rangle=c_{k}(\operatorname{det} T)^{-k+\frac{3}{2}} C(T),
$$

where

$$
c_{k}=2 \sqrt{\pi}(4 \pi)^{3-2 k} \Gamma(k-3 / 2) \Gamma(k-2) .
$$

On the other hand, by the definition of the adjoint map we have

$$
\left\langle T_{G, \nu}^{*} F, P_{k, T}\right\rangle=\left\langle F, T_{G, \nu}\left(P_{k, T}\right)\right\rangle=\left\langle F,\left[P_{k, T}, G\right]_{\nu}\right\rangle
$$

Hence we get

$$
\begin{equation*}
C(T)=\frac{(\operatorname{det} T)^{k-\frac{3}{2}}}{c_{k}}\left\langle F,\left[P_{k, T}, G\right]_{\nu}\right\rangle . \tag{3.3.1}
\end{equation*}
$$

By definition,

$$
\begin{aligned}
\left\langle F,\left[P_{k, T}, G\right]_{\nu}\right\rangle & =\int_{\Gamma_{2} \backslash \mathcal{H}_{2}} F(Z) \overline{\left[P_{k, T}, G\right]_{\nu}(Z)}(\operatorname{det} Y)^{k+l+2 \nu} d Z \\
& =\int_{\Gamma_{2} \backslash \mathcal{H}_{2} M \in \Delta \backslash \Gamma_{2}} F(Z) \overline{\left[\left.e^{2 \pi i(t \operatorname{tr(TZ))}}\right|_{k} M, G\right]_{\nu}(Z)}(\operatorname{det} Y)^{k+l+2 \nu} d Z .
\end{aligned}
$$

By Lemma 3.3.1, we interchange the sum and the integration in $\left\langle F,\left[P_{k, T}, G\right]_{\nu}\right\rangle$, which gives

$$
\left\langle F,\left[P_{k, T}, G\right]_{\nu}\right\rangle=\sum_{M \in \Delta \backslash \Gamma_{2}} \int_{\Gamma_{2} \backslash \mathcal{H}_{2}} F(Z) \overline{\left[\left.e^{2 \pi i(t r(T Z))}\right|_{k} M, G\right]_{\nu}(Z)}(\operatorname{det} Y)^{k+l+2 \nu} d Z .
$$

Using the change of variable $Z$ to $M^{-1} \cdot Z$ in each integral and using Remark 1.7.6, we get

$$
\left\langle F,\left[P_{k, T}, G\right]_{\nu}\right\rangle=\sum_{M \in \Delta \backslash \Gamma_{2}} \int_{M \cdot \Gamma_{2} \backslash \mathcal{H}_{2}} F(Z) \overline{\left[e^{2 \pi i(t r(T Z))}, G\right]_{\nu}(Z)}(\operatorname{det} Y)^{k+l+2 \nu} d Z .
$$

Using the Rankin-Selberg unfolding argument,

$$
\begin{gathered}
\left.\left\langle F,\left[P_{k, T}, G\right]_{\nu}\right\rangle=\int_{\Delta \backslash \mathcal{H}_{2}} F(Z) \overline{\left.e^{2 \pi i(t r(T Z))}, G\right]_{\nu}(Z)}(\operatorname{det} Y)\right)^{k+l+2 \nu} d Z \\
=\int_{\Delta \backslash \mathcal{H}_{2}} F(Z) \sum_{r+s+p=\nu} C_{r, s, p}(k, l) \overline{\mathbb{D}^{p}\left(\mathbb{D}^{r}\left(e^{2 \pi i(t r(T Z))}\right) \mathbb{D}^{s}(G(Z))\right)}(\operatorname{det} Y)^{k+l+2 \nu} d Z
\end{gathered}
$$

$$
\begin{equation*}
=\sum_{r+s+p=\nu} C_{r, s, p}(k, l) \int_{\Delta \backslash \mathcal{H}_{2}} F(Z) \overline{\mathbb{D}^{p}\left(\mathbb{D}^{r}\left(e^{2 \pi i(t r(T Z))}\right) \mathbb{D}^{s}(G(Z))\right)}(\operatorname{det} Y)^{k+l+2 \nu} d Z \tag{3.3.2}
\end{equation*}
$$

The repeated action of the operator $\mathbb{D}$ gives

$$
\begin{aligned}
& \mathbb{D}^{r}\left(e^{2 \pi i(t r(T Z))}\right)=(4 \pi i)^{2 r}(\operatorname{det} T)^{r} e^{2 \pi i(t r(T Z))}, \\
& \mathbb{D}^{s}(G(Z))=(4 \pi i)^{2 s} \sum_{T_{1}>0} A\left(T_{1}\right)\left(\operatorname{det} T_{1}\right)^{s} e^{2 \pi i\left(t r\left(T_{1} Z\right)\right)} .
\end{aligned}
$$

Now replacing $F$ and $G$ by their Fourier expansions in (3.3.2), we have

$$
\begin{align*}
& \left\langle F,\left[P_{k, T}, G\right]_{\nu}\right\rangle=(4 \pi i)^{2 \nu} \sum_{r+s+p=\nu} C_{r, s, p}(k, l)(\operatorname{det} T)^{r} \int_{\Delta \backslash \mathcal{H}_{2}}\left(\sum_{T_{2}>0} B\left(T_{2}\right) e^{2 \pi i\left(t r\left(T_{2} Z\right)\right)}\right) \\
& \times\left(\sum_{T_{1}>0}\left(\operatorname{det} T_{1}\right)^{s}\left(\operatorname{det}\left(T+T_{1}\right)\right)^{p} \overline{A\left(T_{1}\right)} e^{-2 \pi i t r\left(T+T_{1}\right) Z}\right)(\operatorname{det} Y)^{k+l+2 \nu} d Z \\
& =(4 \pi i)^{2 \nu} \sum_{r+s+p=\nu} C_{r, s, p}(k, l)(\operatorname{det} T)^{r} \sum_{T_{2}>0} \sum_{T_{1}>0}\left(\operatorname{det} T_{1}\right)^{s}\left(\operatorname{det}\left(T+T_{1}\right)\right)^{p} \overline{A\left(T_{1}\right)} B\left(T_{2}\right) \\
& \times \int_{\Delta \backslash \mathcal{H}_{2}} e^{2 \pi i\left(t r\left(T_{2} Z\right)\right)} e^{-2 \pi i t r\left(T+T_{1}\right) Z}(\operatorname{det} Y)^{k+l+2 \nu} d Z \\
& =(4 \pi i)^{2 \nu} \sum_{r+s+p=\nu} C_{r, s, p}(k, l)(\operatorname{det} T)^{r} \sum_{T_{2}>0} \sum_{T_{1}>0}\left(\operatorname{det} T_{1}\right)^{s}\left(\operatorname{det}\left(T+T_{1}\right)\right)^{p} \overline{A\left(T_{1}\right)} B\left(T_{2}\right) \\
& \times \int_{\Delta \backslash \mathcal{H}_{2}} e^{\left.\left.2 \pi i\left(t r\left(T_{2}-\left(T+T_{1}\right)\right) X\right)\right)\right)} e^{-2 \pi\left(t r\left(T_{2}+T+T_{1}\right) Y\right)}(\operatorname{det} Y)^{k+l+2 \nu} \frac{d X d Y}{\operatorname{det}(Y)^{3}} . \tag{3.3.3}
\end{align*}
$$

We know that the set $\mathbb{F}:=\left\{Z=X+i Y \in \mathcal{H}_{2} \mid X \in \mathbb{X}, Y \in \mathbb{Y}\right\}$ is a funda-
mental domain for the action of $\Delta$ on $\mathcal{H}_{2}$, where

$$
\mathbb{X}=\left\{X=\left(\begin{array}{cc}
u & x \\
x & u^{\prime}
\end{array}\right): \frac{-1}{2} \leqslant u \leqslant \frac{1}{2}, \frac{-1}{2} \leqslant x \leqslant \frac{1}{2}, \frac{-1}{2} \leqslant u^{\prime} \leqslant \frac{1}{2}\right\}
$$

and

$$
\mathbb{Y}=\left\{Y \in M_{2 \times 2}(\mathbb{C}) \mid Y^{t}=Y>0\right\}
$$

Integrating over this fundamental domain, $\left\langle F,\left[P_{k, T}, G\right]_{\nu}\right\rangle$ equals

$$
\begin{array}{r}
(4 \pi i)^{2 \nu} \sum_{r+s+p=\nu} C_{r, s, p}(k, l)(\operatorname{det} T)^{r} \sum_{T_{2}>0} \sum_{T_{1}>0}\left(\operatorname{det} T_{1}\right)^{s}\left(\operatorname{det}\left(T+T_{1}\right)\right)^{p} \overline{A\left(T_{1}\right)} B\left(T_{2}\right) \\
\int_{\mathbb{X}} \int_{\mathbb{Y}} e^{2 \pi i\left(\operatorname{tr(T_{2}-(T+T_{1}))X)))} e^{-2 \pi\left(t r\left(T_{2}+T+T_{1}\right) Y\right)}(\operatorname{det} Y)^{k+l+2 \nu-3} d X d Y .\right.}
\end{array}
$$

Integrating on $\mathbb{X}$ first, $\left\langle F,\left[P_{k, T}, G\right]_{\nu}\right\rangle$ equals

$$
\begin{align*}
& (4 \pi i)^{2 \nu} \sum_{r+s+p=\nu, s, p} C_{r, s}(k, l)(\operatorname{det} T)^{r} \sum_{T_{1}>0}\left(\operatorname{det} T_{1}\right)^{s}\left(\operatorname{det}\left(T+T_{1}\right)\right)^{p} \overline{A\left(T_{1}\right)} B\left(T+T_{1}\right) \\
& \quad \int_{\mathbb{Y}} e^{-4 \pi\left(t r\left(T+T_{1}\right) Y\right)}(\operatorname{det} Y)^{k+l+2 \nu-3} d Y . \tag{3.3.4}
\end{align*}
$$

Now integration over $\mathbb{Y}$ gives

$$
\begin{equation*}
\int_{\mathbb{Y}} e^{-4 \pi\left(t r\left(T+T_{1}\right) Y\right)}(\operatorname{det} Y)^{k+l+2 \nu-3} d Y=\frac{\Gamma_{2}\left(k+l+2 \nu-\frac{3}{2}\right)}{\left(\operatorname{det}\left(4 \pi\left(T+T_{1}\right)\right)\right)^{k+l+2 \nu-\frac{3}{2}}} \tag{3.3.5}
\end{equation*}
$$

Substituting the value from (3.3.5) in (3.3.4), $\left\langle F,\left[P_{k, T}, G\right]_{\nu}\right\rangle$ equals
$(-1)^{\nu} \frac{\Gamma_{2}\left(k+l+2 \nu-\frac{3}{2}\right)}{(4 \pi)^{2\left(k+l+\nu-\frac{3}{2}\right)}} \sum_{r+s+p=\nu} C_{r, s, p}(k, l)(\operatorname{det} T)^{r} \sum_{T_{1}>0} \frac{\left(\operatorname{det} T_{1}\right)^{s} \overline{A\left(T_{1}\right)} B\left(T+T_{1}\right)}{\left(\operatorname{det}\left(T+T_{1}\right)\right)^{k+l+2 \nu-\left(p+\frac{3}{2}\right)}}$.

Now substituting $\left\langle F,\left[P_{k, T}, G\right]_{\nu}\right\rangle$ from (3.3.6) in (3.3.1), we get the required expression for $C(T)$ as given in Theorem 3.2.1, which completes the proof.

### 3.4 Applications

Fix $G(Z) \in S_{l}\left(\Gamma_{2}\right)$ and suppose that $S_{k}\left(\Gamma_{2}\right)$ is the one-dimensional space generated by $F(Z)$. Then by Theorem 3.2.1, $T_{G, \nu}^{*}(H)(Z)=\alpha_{G} F(Z)$ for some constant $\alpha_{G}$ and for all $H \in S_{k+l+2 \nu}\left(\Gamma_{2}\right)$. Now equating the $T$-th Fourier coefficients both the sides, we get a relation among the special values of the associated Dirichlet series $L_{H, G ; T, m}(3.1 .2)$ with the $T$-th Fourier coefficients of $F(Z)$. For example taking $G=\chi_{10}$ the Igusa cusp form of weight 10 (see [15], p.195) and $H=\chi_{10}^{2}$, then $T_{\chi_{10}, 0}^{*}\left(\chi_{10}^{2}\right)=\alpha_{\chi_{10}} \chi_{10}$ for some constant $\alpha_{\chi_{10}}$ and then equating the $T$-th Fourier coefficients on both sides, we get a relation among the special values of the associated Dirichlet series $L_{\chi_{10}^{2}, \chi_{10} ; T, 0}$ with the $T$-th Fourier coefficients of $\chi_{10}$. Similarly taking $G=\chi_{10}$ and $H=$ $\Upsilon_{20}$ (the Hecke eigenform of weight 20, see [35], p.390) then $T_{\chi_{10}, 0}^{*}\left(\Upsilon_{20}\right)=$ $\beta_{\chi_{10}} \chi_{10}$ for some constant $\beta_{\chi_{10}}$ and then equating the $T$-th Fourier coefficients on both sides, we get a relation among the special values of the associated Dirichlet series $L_{\Upsilon_{20}, \chi_{10} ; T, 0}$ with the $T$-th Fourier coefficients of $\chi_{10}$.

## Chapter 4

## Adjoint of some linear maps on modular forms of half-integral weight

### 4.1 Introduction

The modular forms of half-integral weight was developed by Shimura [34] and the Rankin-Cohen bracket was studied by Cohen [10]. In this chapter we extend the result of Herrero to the case of modular forms of half-integral weight. We first state the main theorem and give a proof, then we give an application to the non-vanishing of special values of certain Rankin-Selberg convolution of modular forms.

### 4.2 Statement of the result

Let $\Gamma=\Gamma_{0}(4), g \in M_{l+\frac{1}{2}}\left(\Gamma, \chi_{2}\right)$ and $h \in M_{l}\left(\Gamma, \chi_{2}\right)$ Consider the following linear maps:
(I) $T_{g, \nu}: S_{k+\frac{1}{2}}(\Gamma) \rightarrow S_{k+l+2 \nu+1}\left(\Gamma, \chi_{2} \chi\right)$, defined by $T_{g, \nu}(f)=[f, g]_{\nu}$,
(II) $T_{g, \nu}: S_{k}(\Gamma) \rightarrow S_{k+l+2 \nu+\frac{1}{2}}\left(\Gamma, \chi_{2} \chi\right)$, defined by $T_{g, \nu}(f)=[f, g]_{\nu}$,
(III) $T_{h, \nu}: S_{k+\frac{1}{2}}(\Gamma) \rightarrow S_{k+l+2 \nu+\frac{1}{2}}\left(\Gamma, \chi_{2} \chi\right)$, defined by $T_{h, \nu}(f)=[f, h]_{\nu}$,
(IV) $T_{h, \nu}: S_{k}(\Gamma) \rightarrow S_{k+l+2 \nu}\left(\Gamma, \chi_{2}\right)$ defined by $T_{h, \nu}(f)=[f, h]_{\nu}$, where $[,]_{\nu}$ is the $\nu$-th Rankin-Cohen bracket defined in (1.7.1).

Herrero [14] computed the adjoint of the map in (IV) for $\Gamma=S L_{2}(\mathbb{Z})$ and $\chi_{2}$ the trivial character. We exhibit explicitly the Fourier coefficients of $T_{g, \nu}^{*}(f)$ for $f \in S_{k+l+2 \nu+1}\left(\Gamma, \chi_{2} \chi\right)$ in (I). The analogous results for the maps in (II) and (III) are given in remark 4.2.1. These involve special values of certain Dirichlet series of Rankin- Selberg type associated to $f$ and $g$. We now state the theorem for the map in case (I).

Theorem 4.2.1. [19] Let $k$ and $l$ be natural numbers and $\nu \geqslant 0$. Let $g \in$ $M_{l+\frac{1}{2}}\left(\Gamma, \chi_{2}\right)$ with Fourier expansion $g(\tau)=\sum_{m=0}^{\infty} b(m) q^{m}$. Suppose that either (a) $g$ is a cusp form and $k>2$ or (b) $g$ is not cusp form and $l<k-\frac{3}{2}$. Then the image of any cusp form $f \in S_{k+l+2 \nu+1}\left(\Gamma, \chi_{2} \chi\right)$ with Fourier expansion

$$
f(\tau)=\sum_{m=1}^{\infty} a(m) q^{m}
$$

under $T_{g, \nu}^{*}$ is given by

$$
\begin{equation*}
T_{g, \nu}^{*}(f)(\tau)=\sum_{n=1}^{\infty} \beta(k, l, \nu ; n) L_{f, g, \nu, n}(\gamma) q^{n} \tag{4.2.1}
\end{equation*}
$$

where

$$
\gamma=k+l+2 \nu, \quad \beta(k, l, \nu ; n)=\frac{\Gamma(k+l+2 \nu) n^{k-\frac{1}{2}}}{\Gamma\left(k-\frac{1}{2}\right)(4 \pi)^{l+2 \nu+\frac{1}{2}}}
$$

and $L_{f, g, \nu, n}(\gamma)$ is defined in (2.1.2).

Remark 4.2.1. We have the similar results for the map in (II) with

$$
\gamma=k+l+2 \nu-\frac{1}{2}, \text { and } \beta(k, l, \nu ; n)=\frac{\Gamma\left(k+l+2 \nu-\frac{1}{2}\right) n^{k-1}}{\Gamma(k-1)(4 \pi)^{l+2 \nu+\frac{1}{2}}},
$$

and for the map in (III) with

$$
\gamma=k+l+2 \nu-\frac{1}{2}, \text { and } \beta(k, l, \nu ; n)=\frac{\Gamma\left(k+l+2 \nu-\frac{1}{2}\right) n^{k-\frac{1}{2}}}{\Gamma\left(k-\frac{1}{2}\right)(4 \pi)^{l+2 \nu}},
$$

with the assumption that either $(a) g$ is a cusp form and $k>3$ or (b) $g$ is not cusp form and $l<k-2$.

Remark 4.2.2. Using Lemma 1.3.2 and Lemma 1.4.4 one can show that the series appearing in (4.2.1) converges.

### 4.3 Proof of Theorem 4.2.1

We need the following lemma to prove Theorem 4.2.1.

Lemma 4.3.1. Using the same notation in Theorem 4.2.1, we have

$$
\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} \int_{\Gamma \backslash \mathcal{H}}\left|f(\tau) \overline{\left[e^{2 \pi i n \tau} \tilde{\mid}_{k} \gamma, g\right]_{\nu}}(\operatorname{Im}(\tau))^{k+l+2 \nu+1}\right| d^{*} \tau
$$

converges.

Proof. The proof is similar to Lemma 1 in [14].

Now we give a proof of Theorem 4.2.1. Put

$$
T_{g, \nu}^{*}(f)(\tau)=\sum_{n=1}^{\infty} c(n) q^{n}
$$

Consider the $n$-th Poincaré series of weight $k+\frac{1}{2}$ as given in (1.4.1). Then using Lemma 1.4.3, we have

$$
\left\langle T_{g, \nu}^{*} f, P_{k+\frac{1}{2}, n}\right\rangle=\frac{\Gamma\left(k-\frac{1}{2}\right)}{(4 \pi n)^{k-\frac{1}{2}}} c(n)
$$

On the other hand, by the definition of the adjoint map we have

$$
\left\langle T_{g, \nu}^{*} f, P_{k+\frac{1}{2}, n}\right\rangle=\left\langle f, T_{g, \nu}\left(P_{k+\frac{1}{2}, n}\right)\right\rangle=\left\langle f,\left[P_{k+\frac{1}{2}, n}, g\right]_{\nu}\right\rangle .
$$

Hence we get

$$
\begin{equation*}
c(n)=\frac{(4 \pi n)^{k-\frac{1}{2}}}{\Gamma\left(k-\frac{1}{2}\right)}\left\langle f,\left[P_{k+\frac{1}{2}, n}, g\right]_{\nu}\right\rangle . \tag{4.3.1}
\end{equation*}
$$

By definition,

$$
\begin{aligned}
\left\langle f,\left[P_{k+\frac{1}{2}, n}, g\right]_{\nu}\right\rangle & =\int_{\Gamma \backslash \mathcal{H}} f(\tau) \overline{\left[P_{k+\frac{1}{2}, n}, g\right]_{\nu}(\tau)}(\operatorname{Im}(\tau))^{k+l+2 \nu+1} d^{*} \tau \\
& =\int_{\Gamma \backslash \mathcal{H}} f(\tau) \overline{\left[\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} e^{2 \pi i n \tau} \tilde{\mid}_{k+\frac{1}{2}} \gamma, g\right]_{\nu}(\tau)}(\operatorname{Im}(\tau))^{k+l+2 \nu+1} d^{*} \tau \\
& =\int_{\Gamma \backslash \mathcal{H}} f(\tau) \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} \overline{\left[e^{2 \pi i n \tau} \tilde{\tau}_{k+\frac{1}{2}} \gamma, g\right]_{\nu}(\tau)} \\
& ={\operatorname{Im}(\tau))^{k+l+2 \nu+1} d^{*} \tau}^{\sum_{\Gamma \backslash \mathcal{H}} f \in \Gamma_{\infty} \backslash \Gamma} \overline{\left[e^{2 \pi i n \tau} \tilde{I}_{k+\frac{1}{2}} \gamma, g\right]_{\nu}(\tau)}(\operatorname{Im}(\tau))^{k+l+2 \nu+1} d^{*} \tau
\end{aligned}
$$

By Lemma 4.3.1, we can interchange the sum and integration in $\left\langle f,\left[P_{k, n}, g\right]_{\nu}\right\rangle$. Hence we get,
$\left\langle f,\left[P_{k+\frac{1}{2}, n}, g\right]_{\nu}\right\rangle=\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} \int_{\Gamma \backslash \mathcal{H}} f(\tau) \overline{\left[e^{2 \pi i n \tau} \tilde{\mid}_{k+\frac{1}{2}} \gamma, g\right]_{\nu}(\tau)}(\operatorname{Im}(\tau))^{k+l+2 \nu+1} d^{*} \tau$.

Since $g \in M_{l+\frac{1}{2}}\left(\Gamma, \chi_{2}\right), g \tilde{I}_{l+\frac{1}{2}} \gamma=\chi_{2}(d) g$, for every $\gamma=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in \Gamma$. Therefore, $\left\langle f,\left[P_{k+\frac{1}{2}, n}, g\right]_{\nu}\right\rangle$ equals to

$$
\begin{aligned}
& \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} \int_{\Gamma \backslash \mathcal{H}} f(\tau) \overline{\left[e^{2 \pi i n \tau} \tilde{\mid}_{k+\frac{1}{2}} \gamma, \frac{1}{\chi_{2}(d)} g \tilde{\mid}_{l+\frac{1}{2}} \gamma\right]_{\nu}(\tau)} \operatorname{Im}(\tau)^{k+l+2 \nu+1} d^{*} \tau \\
= & \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} \overline{\left(\frac{\left(\frac{-4}{d}\right)^{k+l+1}}{\chi_{2}(d)}\right)} \int_{\Gamma \backslash \mathcal{H}} f(\tau) \overline{\overline{\left.\left.e^{2 \pi i n \tau}\right|_{k+\frac{1}{2}} \gamma,\left.g\right|_{l+\frac{1}{2}} \gamma\right]_{\nu}(\tau)} \operatorname{Im}(\tau)^{k+l+2 \nu+1} d^{*} \tau .}
\end{aligned}
$$

Using the change of variable $\tau$ to $\gamma^{-1} \cdot \tau$ in each integral, $\left\langle f,\left[P_{k+\frac{1}{2}, n}, g\right]_{\nu}\right\rangle$ equals

$$
\begin{aligned}
\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} & \overline{\left(\frac{\left(\frac{-4}{d}\right)^{k+l+1}}{\chi_{2}(d)}\right)} \int_{\Gamma \backslash \mathcal{H}} f\left(\gamma^{-1} \cdot \tau\right) \overline{\left[\left.e^{2 \pi i n \tau}\right|_{k+\frac{1}{2}} \gamma,\left.g\right|_{l+\frac{1}{2}} \gamma\right]_{\nu}\left(\gamma^{-1} \cdot \tau\right)} \\
& \times\left(\operatorname{Im}\left(\gamma^{-1} \cdot \tau\right)\right)^{k+l+2 \nu+1} d^{*}\left(\gamma^{-1} \cdot \tau\right)
\end{aligned}
$$

Since $f \in S_{k+l+2 \nu+1}\left(\Gamma, \chi_{2} \chi\right), f\left(\gamma^{-1} \cdot \tau\right)=\chi_{2}(d) \chi(d)(c z+d)^{k+l+2 \nu+1} f(\tau)$, for every $\gamma \in \Gamma$. Therefore $\left\langle f,\left[P_{k+\frac{1}{2}, n}, g\right]_{\nu}\right\rangle$ equals

$$
\begin{aligned}
& \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} \overline{\left(\frac{\left(\frac{-4}{d}\right)^{k+l+1}}{\chi_{2}(d)}\right)} \int_{\Gamma \backslash \mathcal{H}} \chi_{2}(a) \chi(a)(-c \tau+a)^{k+l+2 \nu+1} f(\tau) \overline{(-c \tau+a)^{k+l+2 \nu+1}} \\
& \times \overline{\left(\left.\left[\left.e^{2 \pi i n \tau}\right|_{k+\frac{1}{2}} \gamma,\left.g\right|_{l+\frac{1}{2}} \gamma\right]_{\nu}\right|_{k+l+2 \nu+1} \gamma^{-1}\right)(\tau)}\left(\frac{I m(\tau)}{|-c \tau+a|^{2}}\right)^{k+l+2 \nu+1} d^{*} \tau .
\end{aligned}
$$

Now using Remark 1.7.2, $\left\langle f,\left[P_{k+\frac{1}{2}, n}, g\right]_{\nu}\right\rangle$ equals

$$
\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} \overline{\left(\frac{\left(\frac{-4}{d}\right)^{k+l+1}}{\chi_{2}(d)}\right)} \chi_{2}(a) \chi(a) \int_{\gamma \Gamma \backslash \mathcal{H}} f(\tau) \overline{\left[e^{2 \pi i n \tau}, g\right]_{\nu}}(\operatorname{Im}(\tau))^{k+l+2 \nu+1} d^{*} \tau .
$$

We note that the term appearing before integral is equal to 1 for all $\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in$ $\Gamma_{\infty} \backslash \Gamma$. Therefore we get

$$
\left\langle f,\left[P_{k+\frac{1}{2}, n}, g\right]_{\nu}\right\rangle=\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} \int_{\gamma \Gamma \backslash \mathcal{H}} f(\tau) \overline{\left[e^{2 \pi i n \tau}, g\right]_{\nu}}(\operatorname{Im}(z))^{k+l+2 \nu+1} d^{*} \tau .
$$

Now using Rankin-Selberg unfolding argument, $\left\langle f,\left[P_{k+\frac{1}{2}, n}, g\right]_{\nu}\right\rangle$ equals to

$$
\begin{align*}
& \int_{\Gamma_{\infty} \backslash \mathcal{H}} f(\tau) \overline{\left[e^{2 \pi i n \tau}, g\right]_{\nu}}(\operatorname{Im}(\tau))^{k+l+2 \nu+1} d^{*} \tau \\
= & \int_{\Gamma_{\infty} \backslash \mathcal{H}} f(\tau) \sum_{r=0}^{\nu} C_{r}(k, l ; \nu) \overline{D^{r}\left(e^{2 \pi i n \tau}\right) D^{\nu-r}(g)}(\operatorname{Im}(\tau))^{k+l+2 \nu+1} d^{*} \tau \\
= & \sum_{r=0}^{\nu} C_{r}(k, l ; \nu) \int_{\Gamma_{\infty} \backslash \mathcal{H}} f(\tau) \overline{D^{r}\left(e^{2 \pi i n \tau}\right) D^{\nu-r}(g)}(\operatorname{Im}(\tau))^{k+l+2 \nu+1} d^{*} \tau . \tag{4.3.2}
\end{align*}
$$

Now replacing $f$ and $g$ by their Fourier series in (4.3.2), $\left\langle f,\left[P_{k+\frac{1}{2}, n}, g\right]_{\nu}\right\rangle$ equals

$$
\begin{aligned}
& \sum_{r=0}^{\nu} C_{r}(k, l ; \nu) \int_{\Gamma_{\infty} \backslash \mathcal{H}}\left(\sum_{s} a(s) e^{2 \pi i s \tau}\right) n^{r} \overline{e^{2 \pi i n \tau}}\left(\sum_{m} m^{\nu-r} \overline{b(m) e^{2 \pi i m \tau}}\right) \operatorname{Im}(\tau)^{k+l+2 \nu+1} d^{*} \tau \\
& =\int_{\Gamma_{\infty} \backslash \mathcal{H}} \sum_{s} \sum_{m} \alpha(k, l, \nu, n, m) a(s) \overline{b(m)} e^{2 \pi i s \tau} \overline{e^{2 \pi i n \tau}} \overline{e^{2 \pi i m \tau}}(\operatorname{Im}(\tau))^{k+l+2 \nu+1} d^{*} \tau \\
& =\sum_{s} \sum_{m} \alpha(k, l, \nu, n, m) a(s) \overline{b(m)} \int_{\Gamma_{\infty} \backslash \mathcal{H}} e^{2 \pi i s \tau} \overline{e^{2 \pi i n \tau}} \overline{e^{2 \pi i m \tau}}(\operatorname{Im}(\tau))^{k+l+2 \nu+1} d^{*} \tau .
\end{aligned}
$$

Putting $\tau=u+i v,\left\langle f,\left[P_{k+\frac{1}{2}, n}, g\right]_{\nu}\right\rangle$ equals

$$
\sum_{s} \sum_{m} \alpha(k, l, \nu, n, m) a(s) \overline{b(m)} \int_{\Gamma_{\infty} \backslash \mathcal{H}} e^{2 \pi i(s-n-m) u} e^{-2 \pi(s+n+m) v} v^{k+l+2 \nu+1} \frac{d u d v}{v^{2}} .
$$

A fundamental domain for the action of $\Gamma_{\infty}$ on $\mathcal{H}$ is given by $[0,1] \times[0, \infty)$.

Integrating over this region, $\left\langle f,\left[P_{k, n}, g\right]_{\nu}\right\rangle$ equals
$\sum_{s} \sum_{m} \alpha(k, l, \nu, n, m) a(s) \overline{b(m)} \int_{0}^{1} \int_{0}^{\infty} e^{2 \pi i(s-n-m) u} e^{-2 \pi(s+n+m) v} v^{k+l+2 \nu-1} d u d v$.
Integrating on $u$ first, $\left\langle f,\left[P_{k, n}, g\right]_{\nu}\right\rangle$ equals

$$
\begin{equation*}
\sum_{m} \alpha(k, l, \nu, n, m) a(n+m) \overline{b(m)} \int_{0}^{\infty} e^{-4 \pi(n+m) v} v^{k+l+2 \nu-1} d v \tag{4.3.3}
\end{equation*}
$$

Integrating over $v$, we have

$$
\begin{equation*}
\int_{0}^{\infty} e^{-4 \pi(n+m) v} v^{k+l+2 \nu-1} d v=\frac{\Gamma(k+l+2 \nu)}{(4 \pi(n+m))^{k+l+2 \nu}} \tag{4.3.4}
\end{equation*}
$$

Putting the value of integral (4.3.4) in (4.3.3), we have

$$
\begin{equation*}
\left\langle f,\left[P_{k+\frac{1}{2}, n}, g\right]_{\nu}\right\rangle=\frac{\Gamma(k+l+2 \nu)}{(4 \pi)^{k+l+2 \nu}} \sum_{m} \frac{a(n+m) \overline{b(m)} \alpha(k, l, \nu, n, m)}{(n+m)^{k+l+2 \nu}} . \tag{4.3.5}
\end{equation*}
$$

Now substituting $\left\langle f,\left[P_{k+\frac{1}{2}, n}, g\right]_{\nu}\right\rangle$ from (4.3.5) in (4.3.1), we get the required expression for $c(n)$ as given in Theorem 4.2.1.

### 4.4 Applications

Consider the linear map $T_{g, \nu}^{*} \circ T_{g, \nu}$ on $S_{k}(\Gamma)$ with $g(\tau) \in M_{l}\left(\Gamma, \chi_{2}\right)$. If $\lambda$ is a eigenvalue of $T_{g, \nu}^{*} \circ T_{g, \nu}$, then $\lambda \geqslant 0$. Suppose that $S_{k}(\Gamma)$ is one-dimensional
space generated by $f(\tau)=\sum_{m} a(n) q^{n}$. Then $T_{g, \nu}^{*} \circ T_{g, \nu}(h)=\lambda f, \forall h \in$ $S_{k}(\Gamma)$. In particular, $T_{g, \nu}^{*} \circ T_{g, \nu}(f)=\lambda f$ with $\lambda \geqslant 0$ and if we write $T_{g, \nu}^{*} \circ T_{g, \nu}(f)=\sum_{n} c(n) q^{n}$ then

$$
c(n)=\frac{\Gamma(k+l+2 \nu-1)}{\Gamma(k-1)} \frac{n^{k-\frac{1}{2}}}{(4 \pi)^{l+2 \nu}} \sum_{m=1}^{\infty} \frac{a_{T_{g, \nu}(f)}(n+m) \overline{b(m)} \alpha(k, l, \nu, n, m)}{(n+m)^{k+l+2 \nu-1}},
$$

where $a_{T_{g, \nu}(f)}(n)$ is the $n$-th Fourier coefficient of $T_{g, \nu}(f)=[f, g]_{\nu}$. If $a\left(m_{0}\right)$ is the first non-zero Fourier coefficient of $f$ then by comparing the Fourier coefficients in $T_{g, \nu}^{*} \circ T_{g, \nu}(f)=\lambda f$, we have

$$
\lambda=\frac{\Gamma(k+l+2 \nu-1)}{a\left(m_{0}\right) \Gamma(k-1)} \frac{m_{0}^{k-\frac{1}{2}}}{(4 \pi)^{l+2 \nu}} \sum_{m=1}^{\infty} \frac{a_{T_{g, \nu}(f)}\left(m_{0}+m\right) \overline{b(m)} \alpha\left(k, l, \nu, m_{0}, m\right)}{\left(m_{0}+m\right)^{k+l+2 \nu-1}} \geqslant 0 .
$$

In particular, if we take $l=0, k=6$ and $\nu=0$ with $g(\tau)=\theta(\tau)=\sum_{n} q^{n^{2}}$ and the unique newform $\Delta_{4,6}(\tau)=\eta(2 \tau)^{12}=\sum_{n} \tau_{4,6}(n) q^{n} \in S_{6}\left(\Gamma_{0}(4)\right)$ in the case (II), then $m_{0}=1, \alpha\left(k, l, \nu, m_{0}, m\right)=1$, and

$$
\lambda=\frac{\Gamma(11 / 2)}{\Gamma(5) 2 \sqrt{\pi}} \sum_{m=1}^{\infty} \frac{a_{T_{\theta, 0}\left(\Delta_{4,6}\right)}(m+1) \overline{b(m)}}{(m+1)^{\frac{11}{2}}}>0,
$$

or equivalently

$$
\begin{equation*}
\sum_{m=1}^{\infty} \frac{a_{T_{t, 0}\left(\Delta_{4,6}\right)}(m+1) \overline{b(m)}}{(m+1)^{\frac{11}{2}}}>0 . \tag{4.4.1}
\end{equation*}
$$

Now $a_{T_{\theta, 0}\left(\Delta_{4,6}\right)}(m+1)$ is the $(m+1)$-th Fourier coefficient of $\theta(z) \Delta_{4,6}(\tau)$ and equals to $\sum_{r=1}^{m+1} b(r) \tau_{4,6}(m+1-r)$. Putting the value of $a_{T_{\theta, 0}\left(\Delta_{4,6}\right)}(m+1)$ in
(4.4.1), we have

$$
\sum_{m=1}^{\infty} \frac{\left(\sum_{r=1}^{m+1} b(r) \tau_{4,6}(m+1-r)\right) \overline{b(m)}}{(m+1)^{\frac{11}{2}}}>0
$$

equivalently

$$
\sum_{m=1}^{\infty} \frac{\left(\sum_{r=1}^{m^{2}+1} \tau_{4,6}\left(m^{2}+1-r^{2}\right)\right)}{\left(m^{2}+1\right)^{\frac{11}{2}}}>0
$$

## Chapter 5

## Remarks on Rankin's method

### 5.1 Introduction

In this chapter we give some remarks on Rankin's method for modular forms, Jacobi forms and Siegel modular forms of genus 2. Rankin [30] showed that for any normalized eigenform $f \in S_{k}$ and any even integer $l$ with $\frac{k}{2}+2 \leqslant l \leqslant k-4$ one has the following identity:

$$
\begin{equation*}
L_{f}^{*}(l) L_{f}^{*}(k-1)=(-1)^{\frac{l}{2}} 2^{k-3} \frac{B_{l}}{l} \frac{B_{k-l}}{k-l}\left\langle f, E_{l} E_{k-l}\right\rangle, \tag{5.1.1}
\end{equation*}
$$

where $L_{f}^{*}(s)=(2 \pi)^{s} \Gamma(s) L_{f}(s)$ is the completed $L$-function. Zagier generalized the result of Rankin by considering any modular form instead of Eisenstein series and computed the Petersson scalar product $\left\langle f, g E_{l}\right\rangle$, for $f \in S_{k+l}$ and $g \in M_{k}$. Further more, Zagier also computed the Petersson scalar prod-
uct $\left\langle f,\left[g, E_{l}\right]_{\nu}\right\rangle$ (where $\left[g, E_{l}\right]_{\nu}$ is the $\nu$-th Rankin-Cohen bracket of $g$ and $E_{l}$ ) and expressed in terms of special values of Rankin-Selberg type $L$-function associated with $f$ and $g$. More precisely:

Theorem 5.1.1. [38] Let $l \geqslant k+2>2$ and $\nu \geqslant 0$ be integers. Let $f \in$ $S_{k+l+2 \nu}$ with Fourier expansion

$$
f(\tau)=\sum_{n=1}^{\infty} a(n) q^{n}
$$

and $g \in M_{k}$ with Fourier expansion

$$
g(\tau)=\sum_{n=0}^{\infty} b(n) q^{n}
$$

Then

$$
\left\langle f,\left[g, E_{l}\right]_{\nu}\right\rangle=\frac{\Gamma(k+l+2 \nu-1) \Gamma(l+\nu)}{(4 \pi)^{k+l+2 \nu-1} \Gamma(l)} \sum_{n=1}^{\infty} \frac{a(n) \overline{b(n)}}{n^{k+l+\nu-1}} .
$$

To prove the above theorem one writes $\left[g, E_{l}\right]_{\nu}$ as linear combination of Poincaré series as follows:

$$
\left[g, E_{l}\right]=\frac{\Gamma(l+\nu)}{\Gamma(l)} \sum_{n=0}^{\infty} n^{\nu} b(n) P_{k+l+2 \nu, n}
$$

where $P_{k+l+2 \nu, n}$ is the $n$-th Poincaré series of weight $k+l+2 \nu$, and then use the characterization property of Poincaré series given in Lemma 1.2.2 to compute the inner product $\left\langle f,\left[g, E_{l}\right]_{\nu}\right\rangle$.

Remark 5.1.1. If we take $\nu=0$ in the above theorem, we have the following:

$$
\begin{equation*}
\left\langle f, g E_{l}\right\rangle=\frac{\Gamma(k+l-1)}{(4 \pi)^{k+l-1}} \sum_{n=1}^{\infty} \frac{a(n) \overline{b(n)}}{n^{k+l-1}} \tag{5.1.2}
\end{equation*}
$$

Remark 5.1.2. In particular, if we take $g=E_{k}$ (the Eisenstein series of weight $k$ ) in (5.1.2), we get Rankin's identity (5.1.1).

Remark 5.1.3. Following the proof of Theorem 2.1.2 (Herrero [14]), one can give a different proof of Theorem 5.1.1 by evaluating the integral

$$
\int_{S L_{2}(\mathbb{Z}) \backslash \mathcal{H}} f(\tau) \overline{\left[g, E_{l}\right]}(\operatorname{Im} z)^{k+l+2 \nu} d^{*} \tau
$$

explicitly using Rankin-Selberg unfolding argument.

Choie and Kohnen [9] generalized the work of Zagier to the case of Jacobi forms and computed the Petersson scalar product $\left\langle\phi,\left[\psi, E_{k_{2}, m_{2}}\right]_{\nu}\right\rangle$ in terms of special values of a certain Rankin-Selberg convolution of Jacobi forms $\phi$ and $\psi$.

Theorem 5.1.2. [9] Let $k_{1}>3, k_{2}>k_{1}+3$ and $\nu \geqslant 0$ be integers. Let $\phi \in J_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2}}^{\text {cusp }}$ with Fourier expansion

$$
\phi(\tau, z)=\sum_{\substack{n, r \in \mathbb{Z}, r^{2}<4\left(m_{1}+m_{2}\right) n}} a(n, r) q^{n} \zeta^{r},
$$

and $\psi \in J_{k_{1}, m_{1}}$ with Fourier expansion

$$
\psi(\tau, z)=\sum_{\substack{n, r \in \mathbb{Z}, r^{2} \leq 4 m_{1} n}} b(n, r) q^{n} \zeta^{r} .
$$

Then

$$
\left\langle\phi,\left[\psi, E_{k_{2}, m_{2}}\right]_{\nu}\right\rangle=c_{k_{1}, k_{2}, m_{1}, m_{2} ; \nu} \sum_{\substack{n \geqslant 1, r \in \mathbb{Z} \\ r^{2} \leqslant 4 m_{1} n}} \frac{\left(4 m_{1} n-r^{2}\right)^{\nu} a(n, r) \overline{b(n, r)}}{\left(4\left(m_{1}+m_{2}\right) n-r^{2}\right)^{k_{1}+k_{2}+2 \nu-\frac{3}{2}}},
$$

where $c_{k_{1}, k_{2}, m_{1}, m_{2} ; \nu}=2^{2 \nu-1} m_{2}^{\nu}\left(m_{1}+m_{2}\right)^{k_{1}+k_{2}+2 \nu-2}\left(\underset{\nu}{k_{2}+\nu-\frac{3}{2}}\right) \frac{\Gamma\left(k_{1}+k_{2}+2 \nu-\frac{3}{2}\right)}{\pi^{k_{1}+k_{2}-\frac{3}{2}}}$.

Following the method of Zagier, one writes $\left[\psi, E_{k_{2}, m_{2}}\right]_{\nu}$ as a linear combination of Jacobi-Poincaré series as follows:

$$
\left[\psi, E_{k_{2}, m_{2}}\right]_{\nu}=c_{k_{2}, m_{2} ; \nu} \sum_{n, r \in \mathbb{Z}, r^{2} \leqslant 4 m_{1} n}\left(4 m_{1} n-r^{2}\right)^{\nu} b(n, r) P_{k_{1}+k_{2}+2 \nu, m_{1}+m_{2} ; n, r},
$$

where $c_{k_{2}, m_{2} ; \nu}=(2 \pi)^{2 \nu} m_{2}^{\nu}\left({ }_{\nu}^{k_{2}+\nu-\frac{3}{2}}\right)$, and then use the characterization property of Jacobi-Poincaré series given in Lemma 1.5.2 to compute the inner product $\left\langle\phi,\left[\psi, E_{k_{2}, m_{2}}\right]_{\nu}\right\rangle$.

Remark 5.1.4. Following the method of proof of Theorem 2.2.1, one can give a different proof of Theorem 5.1.2 by evaluating the integral

$$
\int_{\Gamma^{J} \backslash \mathcal{H} \times \mathbb{C}} \phi(\tau, z) \overline{\left[\psi, E_{k_{2}, m_{2} ;(n, r)}\right]_{\nu}} v^{k_{1}+k_{2}+2 \nu} e^{\frac{-4 \pi\left(m_{1}+m_{2}\right) y^{2}}{v}} d V_{J}
$$

using Rankin-Selberg unfolding argument.

Similar results have been studied for Jacobi forms of higher degree [29], Hilbert modular forms [8] and other automorphic forms.

### 5.2 Rankin's method on Siegel modular forms

In this section we generalize the result of Zagier to the case of Siegel modular forms of genus 2, following the method of Herrero.

Theorem 5.2.1. Let $k \geqslant 4, l$ and $\nu \geq 0$ be natural numbers and $E_{k}^{(2)}$ be the Siegel Eisenstein series of weight $k$ and genus 2. Let $G \in S_{l}\left(\Gamma_{2}\right)$ with Fourier expansion

$$
G(Z)=\sum_{T>0} A(T) e^{2 \pi i(t r(T Z))}
$$

and $F \in S_{k+l+2 \nu}\left(\Gamma_{2}\right)$ with Fourier expansion

$$
F(Z)=\sum_{T>0} B(T) e^{2 \pi i(t r(T Z))}
$$

Then

$$
\begin{equation*}
\left\langle F,\left[G, E_{k}^{(2)}\right]_{\nu}\right\rangle=\alpha(k, l, \nu) \sum_{T>0} \frac{\overline{A(T)} B(T)}{(\operatorname{det} T)^{k+l+\nu-\frac{3}{2}}} \tag{5.2.1}
\end{equation*}
$$

with

$$
\alpha(k, l, \nu)=\frac{(-1)^{\nu} \Gamma_{2}\left(k+l+2 \nu-\frac{3}{2}\right) \sum_{r+p=\nu} C_{r, 0, p}(k, l)}{(4 \pi)^{2\left(k+l+\nu-\frac{3}{2}\right)}}
$$

and $C_{r, 0, p}(k, l)$ is the coefficients $C_{r, s, p}(k, l)$ with $s=0$ as in (1.7.5).

Proof. Following the method of proof of Theorem 3.2.1 one can explicitly compute the integral

$$
\int_{\Gamma_{2} \backslash \mathcal{H}_{2}} F(Z) \overline{\left[G, \quad E_{k}^{(2)}\right]_{\nu}(Z)}(\operatorname{det} Y)^{k+l+2 \nu} d Z .
$$

## Bibliography

[1] S. Böcherer and W. Kohnen, Estimates for Fourier coefficients of Siegel cusp forms, Math. Ann., 297 (1993), no. 3, 499-517.
[2] J. H. Bruinier, G. van der Geer, G. Harder and D. Zagier, The 1-2-3 of modular forms, Lectures from the Summer School on Modular Forms and their Applications held in Nordfjordeid, June 2004. Edited by Kristian Ranestad. Universitext. Springer-Verlag, Berlin, 2008.
[3] Y. Choie and W. Eholzer, Rankin-Cohen operators for Jacobi and Siegel forms, J. Number Theory, 68 (1998), no.2, 160-177.
[4] Y. Choie and M. H. Lee, Mixed Siegel modular forms and special values of certain Dirichlet Series, Monatsh. Math., 131 (2000), no. 2, 109-122.
[5] Y. Choie, H. Kim and M. Knopp, Constrcution of Jacobi forms, Math. Z., 219 (1995) 71-76.
[6] Y. Choie, Jacobi forms and the heat operator, Math. Z., 1 (1997), 95101.
[7] Y. Choie, Jacobi forms and the heat operator II, Illinois J. Math., 42 (1998), 179-186.
[8] Y. Choie, H. Kim and O. K. Richter, Differential operators on Hilbert modular forms, J. Number Theory, 122 (2007), 25-36.
[9] Y. Choie and W. Kohnen, Rankin's method and Jacobi forms, Abh. Math. Sem. Univ. Hamburg, 67 (1997), 307-314.
[10] H. Cohen, Sums involving the values at negative integers of $L$-functions of quadratic characters, Math. Ann., 217 (1977), 81-94.
[11] M. Eichler and D. Zagier, The Theory of Jacobi Forms, Progr. in Math. vol. 55, Birkhäuser, Boston, 1985.
[12] W. Eholzer and T. Ibukiyama, Rankin-Cohen type differential operators for Siegel modular forms, Internat. J. Math., 9 (1998), no. 4, 443-463.
[13] B. Gross, W. Kohnen and D. Zagier, Heegner points and derivatives of L-series II, Math. Ann., 278 (1987) 497-562.
[14] S. D. Herrero, The adjoint of some linear maps constructed with the Rankin-Cohen brackets, Ramanujan J., 36 (2015), no.3, 529-536.
[15] J. I. Igusa, On Siegel modular forms of genus two, Amer. J. Math., 84 (1962), 175-200.
[16] H. Iwaniec, Topics in Classical Automorphic Forms, Graduate Studies in Mathematics, 17 Amer. Math. Soc., Providence (1977).
[17] A. K. Jha and B. Sahu, Rankin-Cohen brackets on Jacobi forms and the adjoint of some linear maps, Ramanujan J., 39 (2016), no.3, 533-544.
[18] A. K. Jha and B. Sahu, Rankin-Cohen brackets on Siegel modular forms and special values of certain Dirichlet series, Ramanujan J., (2016), DOI: 10.1007/s11139-016-9783-3.
[19] A. K. Jha and A. Kumar, Construction of cusp forms using RankinCohen brackets, arXiv:1607.03511v1.
[20] N. Koblitz, Introduction to Elliptic Curves and Modular Forms, Second edition. Graduate Text in Mathematics, 97. Springer-Verlag, New York, 1993.
[21] W. Kohnen, Cusp forms and special value of certain Dirichlet series, Math. Z., 207 (1991), 657-660.
[22] W. Kohnen, Estimates for Fourier coefficients of Siegel cusp forms of degree two. II., Nagoya Math. J., 128 (1992), 171-176.
[23] W. Kohnen, Estimates for Fourier coefficients of Siegel cusp forms of degree two, Compositio Math., 87 (1993), no. 2, 231-240.
[24] W. Kohnen, On Poincaré series of exponential type on $S p_{2}$, Abh. Math. Sem. Univ. Hamburg, 63 (1993), 283-297.
[25] M. H. Lee, Siegel cusp forms and special values of Dirichlet series of Rankin type, Complex Var. Theory Appl. 31 (1996), no. 2, 97-103.
[26] M. H. Lee and D. Y. Suh, Fourier coefficients of cusp forms associated to mixed cusp forms, Panamer. Math. J., 8 (1998), no. 1, 31-38.
[27] H. Maass, Siegel modular forms and Dirichlet series, Lecture Notes in Mathematics, 216, Springer-Verlag, Berlin-New York, 1971.
[28] A. A. Panchishkin, Non-Archimedean L-functions of Siegel and Hilbert modular forms, Lecture Notes in Mathematics, 1471, Springer-Verlag, Berlin, 1991.
[29] B. Ramakrishnan and B. Sahu, Rankin's method and Jacobi forms of several variables, J. Aust. Math. Soc., 88 (2010), no. 1, 131-143.
[30] R. A. Rankin, The scalar product of modular forms, Proc. London Math. Soc., 2 (1952), 198-217.
[31] R. A. Rankin, The construction of automorphic forms from the derivatives of a given form, J. Indian Math. Soc., 20 (1956), 103-116.
[32] R. A. Rankin, The construction of automorphic forms from the derivatives of given forms, Michigan Math. J., 4 (1957), 181-186.
[33] H. Sakata, Construction of Jacobi cusp forms, Proc. Japan. Acad. Ser. A Math. Sci., 74 (1998), 117-119.
[34] G. Shimura, On modular forms of half integral weight, Ann. of Math., 97 (1973), 440-481.
[35] N. P. Skoruppa, Computations of Siegel modular forms of genus two, Math. Comp., 58 (1992), no. 197, 381-398.
[36] X. Wang and Pei, Ding Yi, Hilbert modular forms and special values of some Dirichlet series, Acta. Math. Sin., 38 (1995), no. 3, 336-343.
[37] D. Zagier, Modular forms whose Fourier coefficients involve zetafunctions of quadratic fields, in: Modular functions of one variable, VI (Proc. Second Internat. Conf., Univ. Bonn, Bonn, 1976), pp. 105-169. Lecture Notes in Math., Vol. 627 (Springer, Berlin, 1977).
[38] D. Zagier, Modular forms and differential operators, Proc. Indian Acad. Sci. Math. Sci., 104 (1994), 57-75.

